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Einstein's theory of special relativity and the principle of caus-
ality1±4 imply that the speed of any moving object cannot exceed
that of light in a vacuum (c). Nevertheless, there exist various
proposals5±18 for observing faster-than-c propagation of light
pulses, using anomalous dispersion near an absorption line4,6±8,
nonlinear9 and linear gain lines10±18, or tunnelling barriers19.
However, in all previous experimental demonstrations, the light
pulses experienced either very large absorption7 or severe
reshaping9,19, resulting in controversies over the interpretation.
Here we use gain-assisted linear anomalous dispersion to demon-
strate superluminal light propagation in atomic caesium gas. The
group velocity of a laser pulse in this region exceeds c and can even
become negative16,17, while the shape of the pulse is preserved. We
measure a group-velocity index of ng � 2 310� 6 5�; in practice,
this means that a light pulse propagating through the atomic
vapour cell appears at the exit side so much earlier than if it had
propagated the same distance in a vacuum that the peak of the
pulse appears to leave the cell before entering it. The observed
superluminal light pulse propagation is not at odds with causality,
being a direct consequence of classical interference between its
different frequency components in an anomalous dispersion
region.

When a light pulse of frequency v and bandwidth Dv enters a
dispersive linear medium of an optical refractive index n(v), the
light pulse propagates at the group velocity vg � c=ng, where

ng � n�v� � vdn�v�=dv is the group-velocity index. If the group-
velocity index remains constant over the pulse bandwidth Dv, the
light pulse maintains its shape during propagation. In recent
experiments involving electromagnetically induced transparency
(EIT)20±22, the group-velocity index was greatly enhanced using
the lossless normal dispersion region between two closely spaced
absorption lines. Thus the group velocity of light was dramatically
reduced to as slow as 8 m s-1 (refs 23±25). Conversely, between two
closely spaced gain lines16, an anomalous dispersion region appears
where vdn(v)/dv is negative and its magnitude can become large. In
this situation, the group velocity of a light pulse can exceed c and can
even become negative16,17.

A negative group velocity of light is counterintuitive but can be
understood as follows. For a medium of a length L, it takes a
propagation time L=vg � ngL=c for a light pulse to traverse it.
Compared with the propagation time for light to traverse the
same distance in a vacuum, that is, the vacuum transit time L/c,
the light pulse that enters the medium will exit at a moment that is
delayed by a time difference DT � L=vg 2 L=c � �ng 2 1�L=c. When
ng , 1, the delay time DT is negative, resulting in an advancement.
In other words, when incident on a medium with group-velocity
index ng , 1, a light pulse can appear on the other side sooner than
if it had traversed the same distance in a vacuum5,15. Furthermore, in
contradiction to traditional views that a negative group velocity of
light has no physical meaning, when the group-velocity index
becomes negative, the pulse advancement 2 DT � �1 2 ng�L=c
becomes larger than the vacuum transit time L/c. In other words,
it appears as if the pulse is leaving the cell even before it enters. This
counterintuitive phenomenon is a consequence of the wave nature
of light.

The principle of the experimental realization of a lossless anom-
alous dispersion region and hence gain-assisted superluminality
(GAS) is illustrated in Fig. 1a. In a gaseous medium of atoms each of
which has three levels: an excited state |0i and two ground states |1i
and |2i, we ®rst prepare all atoms to be in a ground state |1i by
optical pumping. For simplicity, we ®rst ignore the Doppler shift
and assume that the atoms are at rest. We apply two strong
continuous-wave (CW) Raman pump light beams E1 and E2 that
propagate through the atomic medium. The frequencies of E1 and
E2, v1 and v2, are different by a small amount 2¢ and both ®elds are
detuned from the atomic transition frequency v01 (|0i to |1i) by a
large average amount ¢0. Since the Rabi frequencies associated with
the ®elds E1 and E2 are small compared with the common detuning
¢0, the atoms mostly remain in state |1i. When a probe light beam
Ep is introduced, a Raman transition can occur, causing an atom to
absorb a Raman pump photon from the ®elds E1 or E2 and emit a
photon into the ®eld Ep while making a transition from |1i to |2i.
Obviously, there are two frequencies where the gain in the probe
®eld is maximized. The maximum gain occurs when the probe ®eld
is resonant with the Raman transitions caused by either of the two
pump ®elds E1 and E2. The optical susceptibility of the probe ®eld
can thus be derived as

x�v� �
M1

v 2 v1 � ig
�

M2

v 2 v2 � ig
�1�

Here M1;2 �
jm02 j

2

4p~e0

j1;2 j
2

¢2
0

N with m02, 1,2 and N being the dipole
moment of the |0i to |2i atomic transition, the Rabi frequencies of
the Raman pump ®elds E1 and E2 and the effective atomic density
difference of states |1i and |2i, respectively. g is the Raman transition
inverse lifetime. The refractive index and the gain coef®cient
obtained using the susceptibility given in equation (1) are shown
in Fig. 1b. In the region between the two gain lines, an anomalous
dispersion region appears.

However, in a gaseous atomic medium, there is Doppler broad-
ening: for atoms moving at different velocities in the light propaga-
tion direction, the common detuning ¢0 is shifted. The effects of
Doppler broadening are twofold. First, the M-factors in equation
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Figure 1 Gain-assisted anomalous dispersion. a, Schematic atomic level diagram.

b, Frequency-dependent gain coef®cient and refractive index obtained from equation (1)

for a probe light beam propagating through an atomic medium with its level structure

shown in a.
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(1) are replaced by

M1;2 �
jm02j

2

4p~e0
#dV

j1;2j
2

�¢0 � vV =c�2 N�V� �2�

Here N(V) is the effective density of atoms in the velocity group V.
The common detuning ¢0 is replaced by the Doppler detuning
¢0 � vV =c. However, the quadratic dependence of the coef®cient M
on the Doppler detuning prevents cancellation. Second, inside the
Doppler pro®le, the expression for M given above appears to
become singular when the detuning ¢0 � vV =c vanishes. This is
automatically avoided in practice because for atoms with detuning
¢0 � vV =c that is less than a certain linewidth containing contribu-
tions from the natural linewidth and power broadening, the Raman
pump beams act like reversed optical pumping beams that deplete
these velocity groups. For atoms in the velocity group where the
effective detuning ¢0 � vV =c vanishes, N(V), the atom number
difference also vanishes. Finally, the atoms that are pumped
away from the level |1i act as a weak broadband absorber. This
compensates for the small residual gain in the region between the
two Raman gain lines shown in Fig. 1b.

The experiment was performed using an atomic caesium (Cs)
vapour cell at 30 8C and the main set-up is shown in Fig. 2. The
caesium atoms are con®ned in a 6-cm-long Pyrex glass cell coated
with paraf®n for the purpose of maintaining ground-state spin
polarization. The atomic cell is placed in a small (1.0 G) uniform
magnetic ®eld parallel to the light propagation direction. In region
I, two laser beams optically pump the atoms into the ground-state
hyper®ne magnetic sub-level jF � 4;m � 2 4i that serves as state
|1i (Fig. 1a). One left-hand (j-) polarized laser beam from a narrow
linewidth diode laser is tuned to the 852-nm D2 transitions to empty
the 6S1=2 F � 3 hyper®ne ground state. We further apply a second
laser (j-) to optically pump the atoms into the jF � 4;m � 2 4i
state via the D1 transitions to the 6P1/2 hyper®ne excited states.
When atoms collide with the paraf®n-coated glass walls, they
change their velocities inside the Doppler pro®le while remaining
in the ground state jF � 4;m � 2 4i and hence the majority of the
caesium atoms inside the cell are prepared into this state. In region
II, three light beams derived from the same laser propagate co-
linearly through the cell. Two strong CW Raman pump beams are
right-hand circularly polarized (j+) and are frequency-shifted by

2.7 MHz using two acousto-optical (A/O) modulators. The line-
widths of the A/O modulators are 20 kHz. A third light beam, the
probe beam, is left-hand polarized (j-) and by using another A/O
can be tuned in frequency and operate either in CWor pulsed mode.
In the experiment, the pre-emptied hyper®ne magnetic sublevel
jF � 4;m � 2 2i serves as the Raman transition ®nal state |2i.
The intermediate Raman transitional state |0i is served primarily
by the hyper®ne sublevel jF � 4;m � 2 3i of the 6P3/2 excited
state with additional contributions from transitions through
jF � 3;m � 2 3i and jF � 5;m � 2 3i hyper®ne sublevels.

First, we operate the Raman probe beam in a tunable CWmode to
measure the gain and refractive index of the atomic system as a
function of the probe frequency detuning. Figure 3 shows the
measured gain coef®cient and the refractive index. In order to
obtain the gain coef®cient, we ®rst measure the intensity of the
transmitted probe beam as a function of probe frequency. We then
extract the gain coef®cient. The refractive index is measured using a
radio-frequency interferometric technique. The superimposed
curve is obtained from equation (1) using parameters obtained
from the gain measurement. From Fig. 3, we see that a negative
change of Dn � 2 1:8 3 10 2 6 in the index occurs over a narrow
probe frequency range of Dv � 1:9 MHz between the two gain lines.
Using the expression of the group-velocity index, we obtain the
result ng � 2 330 � 6 30� in that frequency region. The 10% error
re¯ects the accuracy of the phase measurement.

Next, a pulsed Raman probe beam is employed to observe the
superluminal propagation. A near-gaussian probe pulse with a 3.7-
ms full-width at half-maximum (FWHM) is generated by applying
an electronic pulse to the probe beam A/O modulator. A portion of
the pulsed probe beam is divided at a beam-splitter before the
atomic cell and aligned onto photodiode D1 as a reference. Because
the total number of atoms in the probe volume limits the maximum
net energy gain of the probe pulse, we use a very weak probe beam
(,1 mW) in order to avoid saturation and hence to optimize the
anomalous dispersion. A high-sensitivity avalanche photodiode,
reverse-biased below breakdown, serves as detector D2 to measure
the weak probe pulse that propagates through the atomic cell. The
photoelectric current produced by detector D2 is converted to a
voltage signal using a 500-Q load resistor and recorded by a
digitizing oscilloscope using a synchronized output signal from
the pulse generator as the trigger. Pulses from detector D1 are also
recorded.

In order to measure the pulse propagation time, we ®rst tune the
diode laser that produces the Raman pump and probe beams far off-
resonance from the 852-nm caesium D2 lines (by 2.5 GHz) to
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measure the time-dependent probe-pulse intensity. When the laser
is placed far off-resonance, the atoms have no effect and the probe
pulse propagates at speed c inside the cell. We then tune the diode
laser back to within the Doppler absorption pro®le and lock the
laser on its side. Using the same synchronized pulse generator
output signal as the trigger, we record the time-dependent probe-
pulse intensity measured by detector D2. We verify that no
systematic drift is present by tuning the laser off-resonance again
by the same amount and record the probe-pulse signal; the two off-
resonance pulses are identical to within less than 1 ns. Probe pulses
both on and off-resonance are shown in Fig. 4. Probe pulses on
resonance show a 40% transmittance and this is due to the broad-
band absorption of those atoms reverse-pumped away from the
jF � 4;m � 2 4i state. It is evident that there is almost no change
in the pulse shape. The front edges and the trailing edges of the
pulses are shown in the insets; both edges are shifted forward by the
same amount. Using a least-squares ®tting procedure, we obtain a
pulse advancement shift of 62 (61) ns. Compared with the 0.2-ns
propagation time for light to traverse the 6-cm length of the atomic
cell in vacuum, the 62-ns advancement gives an effective group-
velocity index of ng � 2 310 � 6 5�. The small discrepancy with the
group-velocity index inferred from the refractive index data is due
to experimental errors. The pulses measured with detector D1 are
also recorded in the sequence of the off-, on-, off-resonance pulse-
propagation measurements and are found to be identical to within
1.5 ns.

Here we note that the physical mechanism that governs the
observed superluminal light propagation differs for the previously
studied anomalous dispersion associated with an absorption or a
gain resonance5±17. Speci®cally, in the anomalous dispersion region
of a single gain resonance, the superluminal propagation of a pulse
has been viewed as the result of the ampli®cation of the pulse front
edge and absorption of its tail5. In the present experiment, the 3.7-ms
FWHM probe pulse has only a 120-kHz bandwidth (FWHM) that is
much narrower than the 2.7-MHz separation of the two gain lines
and the probe pulse is placed in the middle of these gain lines
spectrally. The probe pulse thus contains essentially no spectral
components that are resonant with the Raman gain lines to be
ampli®ed. Therefore, the argument that the probe pulse is advanced
by ampli®cation of its front edge does not apply. The superluminal
light propagation observed here is the result only of the anomalous

dispersion region created with the assistance of two nearby Raman
gain resonances. We emphasize that the observed superluminal light
propagation is a result of the wave nature of light2. It can be
understood by the classical theory of wave propagation in an
anomalous dispersion region where interference between different
frequency components produces this rather counterintuitive effect.

Finally, we note that the observed superluminal light pulse
propagation is not at odds with causality or special relativity. In
fact, the very existence of the lossless anomalous dispersion region
given in equation (1) is a result of the Kramers±Kronig relation
which itself is based on the causality requirements of electromag-
netic responses3,5. Remarkably, the signal velocity4 of a light pulse,
de®ned as the velocity at which the half point of the pulse front
travels, also exceeds the speed of light in a vacuum, c, in the present
experiment. It has also been suggested4,16 that the true speed at
which information is carried by a light pulse should be de®ned as
the `̀ frontal'' velocity of a step-function-shaped signal which has
been shown not to exceed c (ref. 4). The implications of the present
experiment on signal propagation and its speed will be further
analysed, particularly for the case when the light pulse consists of
only a few photons. M
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The most damaging change during cancer progression is the
switch from a locally growing tumour to a metastatic killer.
This switch is believed to involve numerous alterations that
allow tumour cells to complete the complex series of events
needed for metastasis1. Relatively few genes have been implicated
in these events2±5. Here we use an in vivo selection scheme to select
highly metastatic melanoma cells. By analysing these cells on DNA
arrays, we de®ne a pattern of gene expression that correlates with
progression to a metastatic phenotype. In particular, we show
enhanced expression of several genes involved in extracellular
matrix assembly and of a second set of genes that regulate, either
directly or indirectly, the actin-based cytoskeleton. One of these,
the small GTPase RhoC, enhances metastasis when overexpressed,
whereas a dominant-negative Rho inhibits metastasis. Analysis of
the phenotype of cells expressing dominant-negative Rho or RhoC
indicates that RhoC is important in tumour cell invasion. The
genomic approach allows us to identify families of genes involved
in a process, not just single genes, and can indicate which mol-
ecular and cellular events might be important in complex biolo-
gical processes such as metastasis.

To provide insight into the pattern of gene expression that allows
tumours to metastasize, we compared the gene expression pro®le of
melanoma variants with low or high metastatic potential. As shown
in Fig. 1, the system involves the in vivo selection of highly
metastatic melanoma cells from a population of poorly metastatic
tumour cells6. When nude mice were injected intravenously with
amelanotic human A375P tumour cells, relatively few pulmonary
metastases were observed (Fig. 2a). When these rare metastases were
dissected free from the lungs and the cells grown in tissue culture,
however, the resulting cells showed enhanced metastatic capacity,
con®rming that highly metastatic cells can be selected from a
heterogeneous population of poorly metastatic tumour cells7.
Furthermore, if successive metastases (designated M1 and M2)
were isolated, expanded in tissue culture, and re-introduced into

host mice as shown in Fig. 1, signi®cantly more pulmonary
metastases were observed (Fig. 2b). When mouse B16F0 melanoma
cells were subjected to this same in vivo selection scheme, highly
metastatic pulmonary tumours (designated F1, F2 and F3) were
isolated, as previously described for this cell line6. When the poorly
metastatic A375P or B16F0 and the in vivo-selected metastatic A375
or B16 cells were grown as subcutaneous tumours, there was no
observable difference in tumour size (see Supplementary Infor-
mation), indicating that we had selected for a difference in meta-
static, but not tumorigenic, properties of the melanomas. These
results support the hypothesis that speci®c gene products can
regulate metastasis without altering the growth properties of a
tumour8. Therefore, we sought to identify metastasis-speci®c
genes using a functional genomics approach.

RNAs extracted from these pulmonary metastases and from
the parental A375P and B16F0 lines grown as subcutaneous
tumours were used to prepare complementary RNAs (cRNAs),
which were hybridized to oligonucleotide microarrays (human:
7,070 genes; mouse: 6,347 genes, with around 50% overlap in
the genes represented) to determine the array of differentially
expressed genes (Fig. 1). The entire data set is available at our
web site at http://www.genome.wi.mit.edu/MPR and in Supple-
mentary Information. Table 1 lists those genes expressed at con-
sistently higher levels in pulmonary metastases derived from the
A375P line (M1, M2 and SM) and the mouse B16F0 line (F1, F2 and
F3). To ensure that the enhanced expression of these genes in the
pulmonary metastases was not due solely to the in¯uence of the
microenvironment in which the metastatic cells were growing, we
also grew metastatic A375SM cells subcutaneously and compared
their expression pro®le with that of subcutaneous A375P tumours.
We found that 15 of the 16 genes continued to show enhanced
expression when metastatic A375 cells were grown as a subcuta-
neous tumour (see Supplementary Information), indicating that
the expression of these genes is intrinsic to the metastatic cells. Note,
however, that the tumour microenvironment may help to regulate
the absolute level of gene expression.

As the set of genes represented on the human and mouse arrays
partially overlapped, some signals appeared in both species
(Table 1). Three genes, ®bronectin, RhoC and thymosin b4, were
expressed at higher levels ($2.5-fold) in all three metastases selected
from both the human A375 and mouse B16 cell lines. Enhanced
expression of these three genes in the pulmonary metastases was

² Present address: Millennium Predictive Medicine, One Kendall Square, Cambridge, Massachusetts

02139, USA.

Tumour cells
(A375, B16)

Tail vein
injection

Three times

cRNARNA cDNA

Pulmonary
metastases

Hybridize to probes
on expression array

Analysis
Compare parental tumour cell line (A375P or B16F0)

grown subcutaneously with the pulmonary metastases
(A375M1, M2, SM or B16F1, F2, F3)

Tissue
culture

Figure 1 In vivo selection scheme. Poorly metastatic melanoma cell lines (human A375P

or mouse B16F0) were injected intravenously into the tail veins of host mice and

pulmonary metastases were isolated. Either these metastases were minced and grown in

tissue culture (to be injected into additional host mice) or RNA was extracted to prepare the

labelled cRNA used to hybridize to the oligonucleotide arrays. The procedure to select for

highly metastatic tumour cells was repeated two (A375) or three (B16) times. A375SM

cells were previously derived in a similar manner11.
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con®rmed by RNAse protection (see Supplementary Information).
Note that this assay will detect only human RNAs (from the tumour
cells) and not mouse RNAs from stromal or vascular cells. This
con®rms that changes in expression of these three genes occur in the
tumour cells rather than in host tissue. This is also probably true for
all the oligonucleotide array data given the sequence divergence
between species (Table 1).

Fibronectin is an extracellular glycoprotein that serves as a ligand
for the integrin family of cell adhesion receptors and regulates
cytoskeletal organization. Fibronectin expression has been linked
with tumorigenesis9 and metastasis10, although these studies are

only correlative. Peptides that mimic the cell adhesive region of
®bronectin are, however, known to inhibit metastasis11, which may
indicate that tumour cells must interact with molecules such as
®bronectin to metastasize. RhoC is a member of the Rho GTPase
family that can regulate many cellular functions, most notably
cytoskeletal organization, in response to extracellular factors12.
Enhanced expression of RhoC has been reported to correlate with
the progression of pancreatic adenocarcinomas to a metastatic
phenotype13. Thymosin b4 is an actin-sequestering protein that
regulates actin polymerization; its expression in renal tumours has
been correlated with malignancy14. Expression of two other family
members, thymosin b10 and thymosin b15, also correlates with
metastasis4,15. Other regulators of the cytoskeleton also appear on
the list, including a-catenin and expressed sequence tags (ESTs) for
a-actinin 1 and a-centractin. The altered expression of so many
genes whose products regulate the actin cytoskeleton either directly
or indirectly indicates that cytoskeletal organization may be impor-
tant in tumour metastasis.

Also prominent on the list in Table 1 are several genes that encode
extracellular matrix (ECM) proteins, as well as molecules that
regulate their assembly. In addition to ®bronectin, two collagen
subunits, a2(I) and a1(III), the matrix Gla protein, ®bromodulin
and biglycan also are expressed at higher levels in the metastatic
melanomas. Previous studies of matrix Gla protein have shown that
it is overexpressed in breast carcinoma cell lines relative to normal
breast epithelial cells16 and collagen expression has been correlated
with the invasive potential of ocular melanomas10, but expression of
the small interstitial proteoglycans biglycan and ®bromodulin
(which regulate collagen ®bril formation17,18) has yet to be linked
to tumour progression. These ®ndings support hypotheses that
enhanced expression of ECM proteins may promote tumour cell
survival or angiogenesis19.

Table 1 Enhanced gene expression in metastatic melanomas

human A375 mouse B16

Gene name Human
acc. number

Ch. no. P M1 M2 SM Mouse acc.
number

F0 F1 F2 F3 Nuc. ident.

...................................................................................................................................................................................................................................................................................................................................................................

Fibronectin X02761 2 1 10.1 3.2 4.0 M18194 A 2.8 2.8 2.8 93%
RhoC L25081 1 A 4.7 3.1 2.8 X80638 A 2.9 4.9 2.5 91%
Thymosin b4 M17733 X 1 3.3 3.6 3.5 W41883 1 4.1 3.5 3.5 92%
t-PA K03021 8 A 5.2 9.6 5.2 J03520 A A A A 81%
Angiopoietin1 D13628 8 1 4.3 9.4 3.3 U83509 *
IEX-1/Glu96 S81914 6 1 9.1 3.3 4.5 X67644 1 0.4 0.6 0.5 83%
RTP/NDR1 D87953 8 1 8.6 5.4 4.7 U60593 1 A 0.7 1.5 86%
Fibromodulin U05291 1 A 8.3 4.7 8.2 X94998 1 2.0 2.0 1.1 80%
Hsp70 M11717 1 1 7.8 4.2 5.0 M20567 1 2.1 1.8 1.8 80%
IL13 Rec., a2 U70981 X 1 7.6 2.9 3.1 U65747 *
Sec61b L25085 9 1 3.8 4.7 3.3 ²
snRNP, poly.pep. C HG1322- 9 1 3.8 5.3 3.2 ²
Collagen Ia2 Z74616 7 A 2.5 3.6 3.6 X58251 A 3.1 2.3 3.7 86%
UBE21 U45328 16 1 3.6 3.4 3.4 ²
KIAA0156 D63879 16 1 3.6 3.4 3.4 ²
TGFb superfamily AB000584 19 1 3.4 3.4 3.0 ²
Surfactant protein C J03890 * M38314 A 32 12 16
Lysozyme M ² M21050 A 20 10 22
Matrix Gla prot X53331 12 1 3.2 4.4 1.1 D00613 1 12 11 5.4 81%
Tsa-1 ² U47737 A 9.7 6.1 7.2
Collagen IIIa1 X06700 2 A A A A X52046 A 8.2 5.6 5.5 89%
Biglycan J04599 X A A 3.7 A L20276 A 3.8 4.4 6.9 87%
a-catenin U03100 5 1.0 1.3 1.0 1.9 X59990 1 3.4 3.0 5.7 91%
Valosin-cont. prot. AC004472 * Z14044 1 3.0 3.9 5.9
ERK-1 X60188 16 A A A A Z14249 1 2.6 2.6 3.0 85%
a-actinin 1 AA068062 1 3.6 3.3 7.3
calmodulin AA103356 A 4.8 6.7 5.5
EIF4g AA002277 A 4.7 3.2 2.6
a-centractin W48490 1 2.9 3.8 3.6
IQGAP1 AA118739 A 3.6 3.5 3.2
cathepsin s W13263 A 2.8 2.8 3.1
EF2 W90866 1 2.6 2.5 2.9
...................................................................................................................................................................................................................................................................................................................................................................

Genes whose expression is consistently enhanced .2.5-fold in pulmonary metastases (M1, M2, SM, F1, F2 or F3) compared to poorly metastatic cells (P or F0) grown as subcutaneous tumours. The values
for P and F0 are the average of two experiments performed with subcutaneous tumours from two mice injected with A375P or B16F0 cells. Data are presented as fold expression compared with the poorly
metastatic tumours. When expression was below baseline, the expression was marked as absent (A) and was arbitrarily set at 20. Mouse expressed sequence tags (ESTs) are noted in italics and are named
according to the gene to which they show the greatest sequence similarity. Ch. no., human chromosome where the gene resides. Nuc. ident., percentage of nucleotides identical between the human and
mouse homologues, as determined by BLAST search. The accession number is the GenBank entry from which the oligonucleotide probe sequences were drawn.
* Mouse or human gene homologue exists in the UNIGENE database but was not part of the oligonucleotide probe set.
² No gene homologue was found in the UNIGENE database.

Figure 2 Pulmonary metastases in lungs of mice injected with tumour cell lines. a, A375P

cells; b, A375M; c, A375P-RhoC; d, A375M-dnRho. Arrows indicate representative

metastatic nodules. Scale bar, 1 mm.
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Several genes identi®ed in other studies are conspicuous by their
absence from our list. Metastasis suppressor genes, such as nm23,
KiSS1 and CD82, can inhibit tumour metastasis2. In our study all
three of these genes were absent in both the parental A375 tumours
and in the metastases (see Supplementary Information), indicating
that, although expression of these genes may inhibit metastasis, lack
of their expression is not suf®cient for metastasis. Other genes not
found in Table 1 but whose expression correlated with melanoma
metastasis in previous studies include the Met tyrosine kinase
receptor, matrix metalloproteinases (MMPs) such as MMP2, and
the b3-integrin subunit20±22. In the B16 tumours, Met expression
was higher in two of the three metastases but its expression was not
detected in any of the A375 tumours, indicating that its expression
may not be essential for these tumours to metastasize. Expression of
MMP2 and of the b3-integrin subunit was not signi®cantly higher
in any of the three metastases (see Supplementary Information), but
their expression in both the parental and metastatic tumours may be
suf®cient to allow the tumour cells to metastasize.

Having uncovered 32 genes and ESTs whose expression patterns
correlate with metastasis, we wished to investigate the function of
one of these genes in this process. Because of its elevated expression
in metastases derived from both tumour cell lines, RhoC was chosen
to test the hypothesis that these expression studies identify genes
essential for metastasis. The full-length human RhoC gene was
cloned, subcloned into a retroviral vector and introduced into a
retroviral packaging cell line. We used retroviral particles to infect
the poorly metastatic A375P cells, and selected cells expressing high
levels of RhoC by ¯uorescence-activated cell sorting (FACS). These
cells, designated A375P-RhoC (expressing RhoC at 20 times the
level expressed in A375M cells), were subjected to the experimental
metastasis assay. As seen in Fig. 2c and Table 2, overexpression of
RhoC markedly enhanced metastasis in this system.

Next we tested whether we could inhibit metastasis by expressing
a known dominant-inhibitory Rho mutant (N19Rho)23 in the
highly metastatic A375M cells (a pool of M1, M2 and SM cells).
This mutant is analogous to the N17Ras mutant that blocks Ras
signalling24. Ras dominant-negatives are actually antagonists of the
guanine-nucleotide exchange factors (GNEFs) for Ras, rather than
of Ras itself23 and it is believed that dominant-negative RhoA
antagonizes Rho GNEFs, thereby inhibiting RhoC. Expression of
N19RhoA in the A375M cells markedly suppressed the generation of
metastases when these cells were subjected to the experimental
metastasis assay (Fig. 2d and Table 2), indicating that Rho activity
may be necessary, and RhoC suf®cient, for metastasis in these
melanoma lines.

Having established a causal role for RhoC in metastasis, we set out
to investigate how RhoC might regulate the ability of tumour cells to
metastasize. Tumour cells must complete a complex series of steps
to metastasize, one of the most basic of which is cell growth. Rho
GTPases affect several aspects of growth control12, so it was possible
that RhoC might control tumour metastasis by regulating cell
proliferation. We assayed the A375P, A375P-RhoC, A375M and
A375M-dnRho cells for in vitro proliferation and in vivo tumor-
igenesis (see Supplementary Information). Proliferation in either
assay was not signi®cantly changed by altering RhoC expression or
Rho activity, indicating that RhoC may regulate metastasis by a
mechanism other than controlling cell proliferation.

Another function of Rho-family GTPases is to control cyto-
skeletal organization in response to extracellular factors12. Cyto-
skeletal proteins are known effectors for events essential for cell
motility25. Therefore, RhoC may control metastasis by regulating
cell motility. Metastatic A375M cells were more migratory (Fig. 3a)
and more invasive (Fig. 3b) than the poorly metastatic A375P cells.
Furthermore, RhoC could enhance the migratory and invasive
capacity of the A375P cells, whereas dnRho inhibited motility and
invasion of the A375M cells, indicating that RhoC may regulate
metastasis by controlling cytoskeletal events essential for motility.
We also observed that RhoC could induce in A375P cells an
elongated morphology similar to that of A375M cells, while
dnRho expression suppressed this morphology (Fig. 4). Another
morphological difference noted in the A375M cells, the serum-
induced formation of ®lopodia, also correlated with the metastatic
capacity of these cells. However, ®lopodial protrusions (which are
regulated by the Rho subfamily member Cdc42 (ref. 12) were not
altered by expression of RhoC or dnRho (data not shown), indicat-
ing that regulation of these actin-based structures may occur
upstream (or independently) of Rho.

We have identi®ed RhoC as essential for tumour metastasis.
Compared with RhoA, the canonical family member, little is
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Figure 3 RhoC regulates melanoma cell chemotaxis and invasion. a, Poorly (P) or highly

metastatic (M) A375 cells expressing rhoC, rhoA or dominant-negative (dn) rho were

induced to migrate towards serum for 16 h. Over 25% of the plated A375M cells migrated

within this time. Each bar represents the mean 6 s.e.m. of four experiments done in

duplicate. b, The cell lines described above were induced to invade matrigel-coated

membranes for 48 h. Over 30% of the plated A375M cells invaded within this time. Each

bar represents the mean 6 s.e.m. of three experiments done in duplicate.

Figure 4 Metastatic capacity of A375 melanoma cells correlates with cell morphology.

Poorly (a) or highly metastatic (c) A375 cells expressing rhoC (b) or dominant-negative rho

(d) were plated on glass coverslips for 16 h at 37 8C, then ®xed and stained with phalloidin

to detect F-actin.

Table 2 Pulmonary metastases

Cell line No. of metastases No. of mice
.............................................................................................................................................................................

A375P 0,0,0,0,0,1,5,10 8
A375P-RhoC 56,70,.100,.100 4
A375M all .100 8
A375M-dnRho 13,24,29,32 4
.............................................................................................................................................................................

Numbers of pulmonary metastases identi®ed on the surface of the lungs of mice injected with
A375P, A375P-RhoC, A375M or A375M-dnRho cells.
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known about RhoC. RhoA and RhoC are highly homologous, with
only six non-conservative amino-acid substitutions, all in the
carboxy-terminal end of the molecules. It might be thought that
RhoA should be able to enhance tumour metastasis. However,
RhoA is expressed at equivalent levels in both the poorly and
highly metastatic tumours (see Supplementary Information), indi-
cating that the level of RhoA expression in the A375 cells is not
suf®cient for metastasis. Furthermore, when expressed at equivalent
levels, RhoC was a better motogen than was RhoA (Fig. 3). These
results indicate that there may be a functional difference between
Rho subfamily members that requires further investigation. Finally,
the observation that expression of a single gene is suf®cient to
induce metastasis is perhaps surprising, given that metastasis is such
a complex process. We suspect, however, that many cells within the
heterogeneous tumorigenic A375P population may be genetically
primed for metastasis so that introduction of a single gene (such as
RhoC) which affects a process essential for metastasis is suf®cient
for metastasis. We are currently examining whether RhoC is capable
of inducing metastasis in other tumorigenic cells. M

Methods
Cell lines

The A375 (ATCC#CRL-1619) and B16 (ATCC#CRL-6322) cell lines were maintained as
described7. Cells were harvested by trypsinization, washed in PBS and diluted to 2.5 ´ 106

cells per ml for A375 cells and 2.5 ´ 105 cells per ml for B16 cells.

Experimental metastasis assay

A375 cells were injected either intravenously (0.2 ml) into the lateral tail vein or
subcutaneously (0.1 ml) into the dorsal ¯ank of nude mice, and B16 cells were injected
into syngeneic C57BL/6 mice. Three (for B16) to eight (for A375) weeks after injection the
mice were killed; the lungs were removed and washed and the pulmonary metastases on
the lung surface were counted under a dissecting microscope. Metastatic nodules were
removed aseptically, minced and grown in vitro, or snap-frozen in liquid nitrogen to purify
RNA.

Tumours and tumour-derived cell lines

A375M1, M2 and SM lines were selected using the experimental metastasis assay for their
enhanced ability to form experimental pulmonary metastases6. Line M1 was derived from
metastases isolated from mice injected intravenously with the A375P cells, line M2 from
mice injected with A375M1 cells, and line SM was a gift from I. Fidler and was derived by
an identical selection procedure7. B16 lines were derived in an identical manner, with F1
cells derived from B16F0 cells, F2 from B16F1 cells and F3 from B16F2 cells. The A375M
cell line is a pool of cells from A375M1, M2 and SM cells. A375P and A375M cells used in
retroviral gene transfer studies were transfected with a plasmid containing the ecotropic
receptor (a gift from H. Lodish) and selected for neomycin-resistance. Mock-infected or
uninfected cells were used as negative controls in the metastasis assays.

Array hybridization

Total RNA was prepared with a Qiagen RNeasy mini-kit according to the manufacturer's
instructions. We prepared cRNA for hybridization essentially as described26. Oligo-
nucleotide arrays (GeneChip, Affymetrix) composed of 7,070 human (HUM 6.8K) or
6,347 mouse (MUR 6K) genes and ESTs were used for hybridization according to the
manufacturer's instructions. Arrays were scanned using an Affymetrix confocal scanner
and analysed using GeneChip 3.0 software (Affymetrix). Intensity values were scaled so
that the overall ¯uorescence intensity of each chip of the same type was equivalent. For a
gene to be selected as induced, it has to be expressed in all three metastatic samples at least
2.5 times higher than in the poorly metastatic sample, with experiments done in duplicate.
Where expression in the poorly metastatic sample was below baseline (set at 20, the point
below which changes in expression could be determined with high con®dence), it was
determined to be absent and was set to 20.

Retroviral gene transfer

An EcoR1 fragment of pCR-BluntII-RhoC containing the entire coding region of human
RhoC (see Supplementary Information) was inserted into the EcoR1 site of the retroviral
bicistronic expression vector pMX-IRES-GFP (pMIG; ref. 27) containing enhanced green
¯uorescent protein (GFP) as an expression marker. An EcoR1 fragment of pEXV-RhoA or
pEXV-N19RhoA (a dominant-negative Rho mutant, dnRho) was inserted into the EcoR1
site of pMIG. We transfected pMIG-RhoC, pMIG-RhoA and pMIG-dnRho into 293T cell-
derived retroviral producer lines (Phoenix cells) as described (see www.stanford.edu/
group/nolan/) and A375P or M cells were infected. Cells were sorted by FACStar (Becton-
Dickinson) according to their GFP levels. RNAse protection assays showed that RhoC was
expressed at 5- to 50-fold higher levels than in the A375M cells, whereas RhoC and RhoA
were expressed at similar levels in the A375P-RhoC and A375P-RhoA cells (as determined
by GFP expression).

Chemotaxis and invasion assays

Cell migration and invasion assays were performed using 8.0-mm pore size Transwell
inserts (Costar Corporation) or Biocoat Matrigel invasion chambers (Becton-Dickinson),
respectively28. Each data point represents the average of 3 or 4 individual experiments,
done in duplicate, and error bars represent the standard error of the mean.

Immuno¯uorescence

Adherent cells were ®xed, permeabilized and stained as described29.
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Endogenous cannabinoids
mediate retrograde signalling
at hippocampal synapses
Rachel I. Wilson & Roger A. Nicoll
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Marijuana affects brain function primarily by activating the G-
protein-coupled cannabinoid receptor-1 (CB1)1±3, which is
expressed throughout the brain at high levels4. Two endogenous
lipids, anandamide and 2-arachidonylglycerol (2-AG), have been
identi®ed as CB1 ligands5,6. Depolarized hippocampal neurons
rapidly release both anandamide and 2-AG in a Ca2+-dependent
manner6±8. In the hippocampus, CB1 is expressed mainly by
GABA (g-aminobutyric acid)-mediated inhibitory interneurons,
where CB1 clusters on the axon terminal9±11. A synthetic CB1
agonist depresses GABA release from hippocampal slices10,12.
These ®ndings indicate that the function of endogenous canna-
binoids released by depolarized hippocampal neurons might be to
downregulate GABA release. Here we show that the transient
suppression of GABA-mediated transmission that follows depo-
larization of hippocampal pyramidal neurons13 is mediated by
retrograde signalling through release of endogenous cannabi-
noids. Signalling by the endocannabinoid system thus represents
a mechanism by which neurons can communicate backwards
across synapses to modulate their inputs.

Three properties of `depolarization-induced suppression of inhi-
bition' (DSI)13 suggested a role for cannabinoids in DSI. First, DSI,
like endocannabinoid synthesis, requires Ca2+ in¯ux into the post-
synaptic neuron14. Second, DSI expression is probably presynaptic,
as DSI does not affect the sensitivity of the postsynaptic membrane
to iontophoresed GABA, or the quantal size of miniature GABA-
mediated events13,15,16, consistent with the localization of CB1 to
GABA-containing axon terminals. Last, DSI is blocked by pertussis
toxin17, implying a function for a Gi- or Go-coupled receptor such as
CB1. We therefore asked whether CB1 antagonists block DSI. We
recorded from single CA1 pyramidal neurons in hippocampal slices
in the whole-cell con®guration. Figure 1a shows the transient
depression of evoked inhibitory postsynaptic currents (eIPSCs)
caused by a brief depolarizing step in the holding potential of a
CA1 pyramidal neuron; incubating slices in the CB1 antagonist
AM251 (Tocris) abolishes this effect. Figure 1b summarizes the
effects of AM251 and another CB1 antagonist, SR141716 (National
Institute on Drug Abuse), on DSI magnitude. SR141716 also
blocked DSI induced by a train of action potentials (1 s, 20 Hz)
rather than a voltage step (data not shown). Acute applications of
SR141716 blocked the ability of a depolarizing step to depress eIPSC
amplitude without affecting baseline eIPSCs (Fig. 1d). Further-
more, the effect of DSI on inhibitory transmission was mimicked
by a synthetic CB1 agonist, WIN55212-2 (RBI), which acutely
depressed baseline eIPSC amplitude (Fig. 1e). Pre-incubation in
AM251 blocked this depression (eIPSC amplitude 95 6 3% of
baseline after 20 min of WIN55212-2 exposure (n � 6); data not
shown, P , 0:05, compared with slices without AM251, paired
t-test). WIN55212-2 did not affect the DSI-resistant component of
the eIPSC (Fig. 1e), and thus occluded DSI.

The natural CB1 ligand 2-AG (Biomol) had only a small effect
compared with the synthetic agonist (Fig. 2a), suggesting that 2-AG
was not reaching suf®cient concentrations in the slice. This is
consistent with a recent report that both 2-AG and anandamide
are substrates for an endogenous transporter that removes these
ligands from the extracellular space18,19. Application of AM404

(Tocris), an inhibitor of the anandamide/2-AG transporter,
depressed baseline eIPSC amplitude without affecting the DSI-
resistant component of the eIPSC (Fig. 2b). Pre-incubation of
slices in SR141716 abolished the effects of AM404 (Fig. 2c). As
AM404 is not itself a CB1 agonist18, these results imply that the
endogenous substrate for the AM404-sensitive transporter is a
cannabinoid that mimics and occludes DSI when allowed to
accumulate in the slice. As a CB1 antagonist has no effect on
baseline eIPSCs (Fig. 1d), tonic synthesis of endogenous cannabi-
noids must be normally balanced by uptake, which keeps extra-
cellular cannabinoid levels below that required for CB1 activation.
The kinetics of DSI were not changed as AM404 washed into the
slice (Fig. 2d), suggesting that the AM404-sensitive transporter does
not clear the retrograde signal rapidly enough to affect DSI decay.
The kinetics of DSI probably re¯ect signal-transduction events
inside the presynaptic terminal, or else passive diffusion of canna-
binoids away from the site of release.

If an endogenous cannabinoid mediates DSI, then a CB1 agonist
and DSI must depress GABA-mediated transmission by the same
mechanism. We therefore asked whether DSI and WIN55212-2 act
at a similar locus. In those experiments where WIN55212-2
depressed eIPSCs by at least 40%, the amplitude ratio of two closely
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Figure 1 DSI requires endogenous cannabinoids. a, In pyramidal neurons (n � 14) from

slices pre-incubated in AM251 (2 mM ), a 5-s depolarizing step results in little or no

suppression of eIPSCs. Interleaved DMSO controls (n � 17) show a robust suppression.
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200 pA, 20 ms. The statistical test used was the paired t-test. Filled squares, eIPSC

amplitude just before 5-s depolarization; open squares, eIPSC amplitude just after 5-s

depolarization.
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spaced eIPSCs (the paired-pulse ratio, PPR) was signi®cantly
increased (Fig. 3a). Similarly, DSI also reversibly increased PPR
(Fig. 3b), which generally correlates with a local decrease in the
probability of vesicular release from the axon terminal. In agree-
ment with a previous study12, we also found that WIN55212-2
decreases the frequency of Ca2+-dependent miniature IPSCs
(mIPSCs) recorded after blockade of action potentials by tetrodo-
toxin (TTX), and in the presence of high external potassium and
Ca2+ concentrations (Fig. 3c, d). In the same conditions, but
without TTX, depolarizing the postsynaptic cell induces a signi®-
cant decrease in action-potential-driven spontaneous IPSCs
(sIPSCs) (Fig. 3e). After adding TTX to the bath, depolarization
elicits a similar depression of mIPSC frequency (Fig. 3e, f). Con-
sistent with a presynaptic locus, DSI does not affect mIPSC
amplitude (100 6 3% of baseline (n � 5); data not shown). Thus
DSI, like the CB1 agonist, seems to act locally at the presynaptic
terminal.

The conclusion that DSI is mediated by endogenous cannabi-
noids leads to three predictions about the properties of DSI. First, as
both anandamide and 2-AG exit the cell by diffusion and/or passive
transport, release of the retrograde signal in DSI should not require
vesicular fusion8. We ®lled the postsynaptic cell by means of the
recording electrode with botulinum toxin E light chain (BTE) while

monitoring DSI. BTE proteolytically cleaves both the synaptosome-
associated proteins SNAP-25 and SNAP-23 (refs 20, 21); either of
these is a necessary component of the minimal machinery
required for all cellular membrane fusion22. We found that BTE
does not affect the stability of DSI (Fig. 4a). As a control, we
incubated recombinant SNAP-25 with BTE in our electrode-
®lling solution; the concentration of BTE used in our recordings
was in ten-fold excess over that required to cleave all the SNAP-
25 within 1 h (Fig. 4b). DSI is also unaffected by botulinum toxin B
light chain (BTB) (Fig. 4a), which cleaves the vesicle-associated
membrane protein VAMP2 and disrupts vesicular fusion in py-
ramidal cell dendrites when added to the solution in the recording
electrode23,24.

As the trigger for cannabinoid synthesis is cytoplasmic Ca2+, a
second prediction is that Ca2+ alone should be suf®cient to trigger
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DSI. We ®nd that the effect of a depolarizing step (Fig. 4c) is
indistinguishable from the effect of uncaging Ca2+ from a photolabile
chelator when the pyramidal neuron is not depolarized (Fig. 4d).
Like DSI13, Ca2+ uncaging transiently depresses both the fre-
quency and amplitude of sIPSCs (Fig. 4e). Ca2+ uncaging also
depresses eIPSCs, an effect that is antagonized by AM251 (Fig. 4f).
Like DSI, Ca2+-induced depression is expressed presynaptically, as
the amplitude of mIPSCs elicited by sucrose (150 mM) in the
presence of TTX (1 mM) is unaffected (97 6 4% of baseline,
measured 6 s after ¯ash (n � 8); data not shown).

On the basis of reports that DSI is attenuated by the metabotropic
glutamate receptor (mGluR) antagonist (S)-a-methyl-4-carboxy-
phenylglycine((S)-MCPG)25, it has been suggested that the retro-

grade signal in DSI might be glutamate, although not all studies
have found a role for mGluRs in DSI26. Glutamate, or any other
classical neurotransmitter, could be released from pyramidal cell
somata by either vesicular fusion or by reversal of an electrogenic
transporter on the plasma membrane. However, our data imply that
neither of these processes can account for the release of the retro-
grade signal. We therefore re-examined the sensitivity of DSI to
mGluR antagonists. The broad-spectrum, high-af®nity mGluR
antagonist LY341495 (Tocris) did not affect DSI (Fig. 4g). DSI
was also resistant to (S)-MCPG (Tocris), although this dose sig-
ni®cantly diminished the depression of eIPSCs by glutamate ionto-
phoresed from a second electrode near the recorded cell (Fig. 4h).
Our results are inconsistent with the hypothesis that glutamate, or
indeed any classical neurotransmitter, is the primary retrograde
signal in DSI. Although mGluRs seem not to be required for DSI,
our results do not rule out the possibility that mGluRs might
have a modulatory function in DSI. Indeed, recent data suggests
that mGluR activation can enhance DSI in hippocampal slices
(B. E. Alger, personal communication). Differences in experi-
mental preparations could produce different levels of mGluR
activation, and could explain the variability in the effect of
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mGluR antagonists.
Endogenous cannabinoids are small diffusible molecules. A third

prediction, therefore, is that DSI ought to spread. To test this, we
recorded simultaneously in whole-cell mode from pairs of nearby
pyramidal neurons. When depolarizing one of these two neurons
depressed sIPSCs in that cell, a simultaneous depression of sIPSCs
was often observed in the non-depolarized neighbour (Fig. 5a). We
made 13 pairs of simultaneous recordings (26 neurons) where both
neurons in the paired recording could produce DSI of their own
IPSCs, signifying that these neurons were able to produce the
retrograde signal and had presynaptic inputs sensitive to the
signal. Of these 26 neurons, 10 showed an average suppression of
inhibition of at least 20% immediately after the other neuron in the
pair was depolarized. The degree of DSI propagation in these pairs is
dependent on distance, with 9 of the 10 propagating pairs separated
by 20 mm or less (Fig. 5b).

A DSI-like phenomenon in cerebellar Purkinje cells27 and cul-
tured myocytes28 involves retrograde messengers that locally initiate
a signalling cascade in the presynaptic axon terminal; this then
propagates the depression through that axon to other synapses. If
hippocampal DSI shared this property, then propagation should
depend on the degree to which the two postsynaptic cells share some
presynaptic inputs, as estimated by the percentage of sIPSCs in the
two cells that are coincident. We ®nd that the degree of propagation
is uncorrelated with this variable (Fig. 5c), consistent with propaga-
tion occurring mainly through a diffusible molecule capable of
spreading through a sphere of about 40 mm in diameter. This pro®le
is consistent with the properties of the endocannabinoids, whose
sphere of diffusion is limited by uptake, and hindered by their
lipophilicity8.

Here we have placed cannabinoids in a small group of molecules
identi®ed as fast retrograde signals in the mature nervous system.
Furthermore, our study represents the ®rst identi®cation of a
physiological process mediated by endogenous brain cannabinoids.
CB1-expressing interneurons are thought to control hippocampal
oscillations in the theta and gamma frequency, and a CB1 agonist
decreases the power of synchronous oscillations in hippocampal
slices11, suggesting that endogenous cannabinoids may modulate
the synchronous spiking of hippocampal cells. Moreover, as
decreasing GABA-mediated inhibition promotes long-term poten-
tiation of glutamatergic synapses29, DSI may facilitate learning
under conditions of intense hippocampal recruitment. The fact
that only strong depolarization can induce DSI means that relevant
levels of cannabinoids probably occur in response to particularly
intense stimuli. By contrast, exogenous cannabinoids such as
marijuana might be predicted to tonically disinhibit the hippocam-
pus, thereby destroying the information contained in the feedback
loop of DSI and promoting a noisier, more random pattern of
synaptic modi®cation.
Note added in proof: It has come to our attention that two papers
showing a role for endocannabinoids are being published in Neuron
(Kreitzer, A. C. & Regehr, W. G. Neuron, 29, 717±727; 2001 and
Ohno-Shosaku, T., Maejima, T. & Kano, M. Neuron, 29, 729±738;
2001). M

Methods
Slice preparation and electrophysiology

Transverse hippocampal slices (300 mm) were obtained from Sprague±Dawley rats (P16-
30) and maintained in arti®cial cerebrospinal ¯uid (ACSF) for at least 1 h before
recording. ACSF contained (in mM): 119 NaCl, 26 NaHCO3, 10 glucose, 3 KCl, 2.5 CaCl2,
2 MgSO4, 1 NaH2PO4, 0.005 NBQX (Tocris), 0.002 CPP (Tocris), and was equilibrated
with 95% O2 and 5% CO2 at 20±22 8C. We added carbachol (5±10 mM; RBI) to the ACSF
in some experiments (Figs 4c±e and 5) to increase sIPSC frequency17. Recording electrodes
were ®lled with a solution of (in mM): 100 CsCH3SO3, 60 CsCl, 5 QX-314 chloride,
10 HEPES, 0.2 EGTA, 1 MgCl2, 1 Mg-ATP, and 0.3 Na3GTP (pH 7.3, 275 mOsM. Synaptic
currents were ®ltered at 2 kHz and collected at 5 kHz. When series resistance exceeded
40 MQ or input resistance fell below 100 MQ, experiments were terminated. IPSCs were
elicited using bipolar tungsten electrodes in or near CA1 stratum pyramidale. DSI tests,
performed every 120 s, consisted of 30 stimuli at 0.33 Hz, with depolarization from

-60 mV to 0 mV for 5 s after the eighth stimulus. DSI was calculated using the mean of the
three eIPSCs just before the depolarization (ampbaseline) and the three eIPSCs just after the
depolarization (amptest): DSI �%� � 100�1 2 �amptest=ampbaseline�).

Pharmacology

Slices were pre-incubated with the drug AM251 (Figs 1a, b and 4f), SR141716
(Fig. 1b) or LY341495 (Fig. 4g) for 45±150 min, and recordings were performed in the
presence of the same concentration. Drug-treated slices were interleaved with control
slices from the same animal incubated for an equivalent period of time in the same
concentration of the solvent (water, dilute NaOH, or DMSO) used to make the drug
stock. Overall, about 60% of cells have signi®cant DSI, with DSI in these cells
averaging about 50% in magnitude; thus, DSI averaged about 30% in control
experiments. For acute applications of drugs (Figs 1c±e and 2a±d), cells were
discarded immediately if they did not show DSI of at least 30% during the 10-min
baseline period.

Miniature IPSCs

In experiments examining mIPSCs (Fig. 3c±f) additional KCl (2.0±7.5 mM) was added
to the ACSF at the beginning of the experiment until sIPSC frequency was at least 3 Hz.
The ACSF in these experiments included high Ca2+ (7.5 mM total Ca2+) and low
magnesium concentration (0.1 mM total Mg2+) to maximize the probability of release,
whereas high total divalents served to decrease action-potential initiation. This per-
mitted us, in DSI experiments (Fig. 3e±f), to record both action-potential-dependent
sIPSCs and, after addition of TTX, mIPSCs at a frequency of 3±10 Hz without changing
external KCl concentrations. Phosphate was omitted from the ACSF. In DSI experiments
(Fig. 3e±f), cells showing DSI of eIPSCs measuring less than 30% on the ®rst test
(before addition of high external KCl) were discarded immediately. Although the cells
selected for these experiments (Fig. 3e±f) all had robust DSI in normal ACSF (initial
average DSI was 60 6 4% before adding high potassium), elevating external potassium
decreased the magnitude of DSI, such that the effect on sIPSC frequency and amplitude
was modest, although highly signi®cant. This is consistent with reports that depolari-
zation decreases the ef®cacy of G-protein-mediated inhibition of voltage-dependent
calcium currents30, and may explain the failure of one study15 to ®nd an effect of DSI on
Ca2+-dependent mIPSCs, as even higher concentrations of external potassium were
used.

A related issue is why we found an increase in the PPR during DSI, whereas other
reports15,16 have not. In contrast to previous studies, we used a shorter inter-pulse interval
(55 ms versus 200 ms) to maximize interaction between the two stimuli, and we used a
paired t-test, which has better statistical resolution than an unpaired comparison. Finally,
we note that under optimal conditions DSI might block completely transmission at the
subset of terminals expressing CB1 and that, in these cases, a change in the PPR would not
be expected.

Botulinum toxins and Ca2+ uncaging

BTE (500 nM; a gift from R. Scheller) light chain or BTB (500 nM; List Biolabs) light chain
were dissolved in electrode-®lling solution with 5 mM dithiothreitol (DTT). We per-
formed recordings at 31 8C. Cells with DSI of less than 30% on the ®rst test (1 min after
break-in) were discarded immediately. For Fig. 4b, recombinant SNAP-25 (a gift from
R. Scheller) was diluted to a concentration of 0.2 mg ml-1 in electrode-®lling solution,
along with 5 mM DTT and 0±500 nM BTE. After incubation for 60 min at 31 8C, proteins
were separated on a 12% polyacrylamide gel and stained with Coomassie blue. In
Ca2+-uncaging experiments (Fig. 4c±e) recording electrodes were ®lled with a solution
containing (in mM): 100 CsCH3SO3, 78 tetraethylammonium chloride, 5 QX-314
chloride, 25 HEPES, 1 MgCl2, 2 Mg-ATP, 0.3 Na3GTP, 5 nitrophenyl-EGTA (Molecular
Probes), 4 CsOH, 2 CaCl2. Apamin (100 nM; CalBiochem) was included in the ACSF.
Internal tetraethylammonium and external apamin were used to block Ca2+-dependent
potassium conductances after uncaging. To uncage nitrophenyl-EGTA, cells were exposed
for 800 ms to ultraviolet light from a 100 W mercury burner (Olympus) passed through a
25% neutral density ®lter.

Paired recordings

We made 39 pairs of simultaneous recordings from CA1 pyramidal neurons (78 neurons);
44 of the 78 (56%) were able to induce DSI of their own IPSCs. This percentage is
consistent with the ®nding that only a subpopulation of interneurons expresses CB1
(ref. 10). Of these 44 neurons, 26 were members of a pair where both neurons were able to
produce DSI of their own IPSCs. We analysed this set of recordings to determine under
what conditions DSI might spread. The distance between neurons was de®ned as the
distance between the tips of the two recording electrodes. Coincident sIPSCs were de®ned
as events whose peak amplitude occurred within 7 ms of each other. A 7-ms window was
chosen because longer windows did not substantially increase the frequency of calculated
coincidence, whereas shorter windows did substantially decrease that frequency; also,
average sIPSC rise time sometimes differed by 2±4 ms between the two cells, probably
owing to different series resistances. As DSI of sIPSCs is a decrease in both frequency and
amplitude of events, we express DSI here as a function of charge transfer normalized
to time, that is, the sum of the areas of all sIPSCs in a period of time divided by the
number of seconds in that period. Thus, expressed as a percentage decrease:
DSI�%� � 100�1 2 �charge transfertest=charge transferbaseline�) where the baseline period
was the 20 s immediately preceding the depolarization, and the test period was the 15 s
immediately after the depolarization.
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Ca2+-induced Ca2+ release is a general mechanism that most cells
use to amplify Ca2+ signals1±5. In heart cells, this mechanism is
operated between voltage-gated L-type Ca2+ channels (LCCs) in
the plasma membrane and Ca2+ release channels, commonly
known as ryanodine receptors, in the sarcoplasmic reticulum3±5.
The Ca2+ in¯ux through LCCs traverses a cleft of roughly 12 nm
formed by the cell surface and the sarcoplasmic reticulum mem-
brane, and activates adjacent ryanodine receptors to release Ca2+

in the form of Ca2+ sparks6. Here we determine the kinetics,
®delity and stoichiometry of coupling between LCCs and ryanodine
receptors. We show that the local Ca2+ signal produced by a single
opening of an LCC, named a `Ca2+ sparklet', can trigger about 4±6
ryanodine receptors to generate a Ca2+ spark. The coupling between
LCCs and ryanodine receptors is stochastic, as judged by the
exponential distribution of the coupling latency. The fraction of
sparklets that successfully triggers a spark is less than unity and
declines in a use-dependent manner. This optical analysis of single-
channel communication affords a powerful means for elucidating
Ca2+-signalling mechanisms at the molecular level.

To visualize the trigger Ca2+ entry through single LCCs in intact
rat ventricular myocytes, we used confocal imaging in the line-scan
mode to detect the local Ca2+ signal directly beneath the voltage-
clamped patch membrane7 (Fig. 1, inset). The sarcoplasmic reticu-
lum (SR) Ca2+ release was paralysed by 10 mM caffeine and 10 mM
thapsigargin, an SR Ca2+pump blocker. When the pipette solution
contained 20 mM Ca2+ and 10 mM FPL64176 (FPL), an LCC agonist
that prolongs channel open time8,9, patch depolarization from a
holding potential of -50 mV to test potentials between -40 and
0 mV activated single-channel currents (iCa) in a voltage-dependent
manner (Figs 1 and 2a). Each open event was accompanied by a
discrete minuscule Ca2+ transient, which we named a `Ca2+ sparklet',
in close proximity to the patch membrane. Ca2+ sparklets were
resistant to ryanodine (10 mM, 5 min, n = 3 patches), but were
completely abolished by the LCC antagonist, nifedipine (2 mM,
3 min, n = 3 patches). These data indicate that Ca2+ sparklets
originate from single LCC openings, and represent the ®rst optical
measurement of voltage-gated single-channel activity in intact cells.

Unlike Ca2+ sparks of ryanodine receptor (RyR) origin, which
typically last for ,30 ms (ref. 6), Ca2+ sparklets have a variable
duration: the onset and termination of Ca2+ sparklets correlated
tightly with the open and closure of the channel, respectively
(Fig. 1). To characterize sparklet properties in relation to Ca2+

in¯ux, we measured the `signal mass' of sparklets (that is, the
space-time integral of local DF/F0 of a sparklet in the line-scan
image), and integrated the corresponding unitary Ca2+ in¯ux (qCa).
Over the voltage range from -30 mV to +10 mV, at which LCC
openings can be clearly identi®ed, there was a linear correlation
between qCa (,8,000±100,000 Ca2+ ions) and sparklet signal mass
(Fig. 2b). Hence, Ca2+ sparklets provide a faithful readout of LCC
unitary current.

In heart cells, Ca2+ sparklets from single LCCs are expected to
deliver trigger signal into the 12-nm junctional cleft10,11 to activate
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