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SRLCLYEDGTEVTDDCFPGLPNDAELLLL, instead of FPAVPVR-
RWHGGDGRLLPGPFPTTLSSYCF as published. The open reading
frame of the cDNA (pEF-mCAD) consists of 344 amino acids
instead of 345 amino acids, and the mature murine CAD is a
protein of 342 amino acids with a calculated relative molecular mass
of 39,214.18. The sequence for mouse CAD in the DDBJ/GenBank/
EMBL database (accession number AB009377) has been revised (24
February 1998). This mistake does not change the substance of our
findings or the interpretation of our data. M
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See the Scientific Correspondence contribution on page 318 of this
issue in which—owing to the discovery of errors in the inter-
national database on which this paper was based—the authors
retract their main new conclusions. M
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single-crystal MoS2 have over four times the shear strength of the
terraces. The weak adhesion of the HNs to the mating surface were
reflected in scanning force microscopy (SFM), whereby the HN
particles were brushed away by the tip in contact mode imaging.
Using the non-contact mode of the SFM, which avoids shear, clear
images of the HN were obtained. Transmission electron microscope
(TEM) analysis of the HNs which had gone through extensive wear
experiments revealed that many of them had lost their outer WS2

shells, but that they had nevertheless preserved their overall cage
shape. In contrast, the 2H material underwent extensive structural
damage, amorphization and oxidation. Consequently, improved
tribological behaviour of the HNs, attributed to rolling friction and
absence of dangling bonds, is not lost until complete destruction of
the particles occurs. The slower deterioration of the HNs is reflected
by their lower wear rates, even after 12 hours of sliding (Fig. 2
legend).

The experimental results (rows 6, 7 and 8 of Table 1) clearly show
that both m and w increase with decreasing size of the 2H platelets.
This observation is in agreement with the suggestion that dangling
bonds mediate friction in metal dichalcogenides: as the average size
of the platelets decreases, the total surface area and hence the
amount of dangling bonds on the reactive (kc) surface increases.
In contrast, the friction coefficient of the much smaller HN
particles, which do not expose dangling bonds, is less than that of
any of the different 2H particle mixtures. A decrease in particle size
also tends to increase viscosity, which usually entails higher
friction13. The HN mixture had the highest viscosity, and normal-
izing for this parameter would therefore give an even stronger
indication of the enhanced performance of the HN material, relative
to 2H-MoS2 and 2H-WS2.

The synthesis of HN-WS2 uses abundant precursors and fairly
straightforward conditions, and the cost of the material is therefore
not expected to prohibit large-scale applications in the automotive
and aerospace industry, which currently use the apparently inferior
dichalcogenides. Improved control of the size distribution and
shape of the nanoparticles is expected to lead to improved tribo-
logical properties. Furthermore, HN-MoS2 might be expected to
outperform HN-WS2, by analogy with their platelet counterparts.
Clearly, alternative synthetic routes for the production of HN
materials could yield solid lubricants with further improved
properties. M
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The distribution and availability of the nutrients nitrate and
phosphate exert a strong control over primary production in
the world ocean. Here we use a recently compiled global data set of
oceanographic observations1—a database that is at least 40 times
larger than currently used data sets (for example, ref. 2)—to
analyse the variation of the nitrate : phosphate concentration ratio
with depth and geographical location. Although the nutrient
distributions confirm the dominant influence of aerobic decom-
position, in agreement with the observations of Redfield3, we also
identify a hitherto unreported secondary trend at low nitrate :
phosphate ratio (,2–3). These conditions of low nitrate : phosphate
ratio are associated with low oxygen concentrations and are
probably caused by denitrification. Examination of the geo-
graphical distribution of these low nitrate : phosphate data
suggests that denitrification in the western and northern North
Pacific Ocean may have been previously overlooked, and that a
reassessment of the global oceanic denitrification budget may
therefore be required.

The World Ocean Atlas 1994 (WOA94) data set1 is an inter-
national collection of oceanographic information covering the past
60 years. Part of this data set has previously been used to construct
global contour plots of nitrate, phosphate and silicate concentra-
tions at several depths4. Here the 681,381 points in the data set are
used to produce a scatter plot (Fig. 1) of the concentrations of
nitrate (NO−

3) versus phosphate (PO3−
4 ), which is then analysed.

Despite the broad spatial and temporal range of the data, three
features are clearly apparent. (1) A strong trend along a line of slope
½NO 2

3 ÿ < ð14–15Þ½PO3 2
4 ÿ. (2) A positive x-axis intercept of this

main trend, that is, a predominance of points near to the
½NO 2

3 ÿ ¼ 0 axis rather than near to the ½PO3 2
4 ÿ ¼ 0 axis. (3) A

weaker trend along lines with slopes ½NO 2
3 ÿ < 2½PO3 2

4 ÿ. A least
absolute deviation best-fit line31 to all of the data except the weaker
trend (defined below in equation (2)) actually produces
½NO 2

3 ÿ ¼ 14:1½PO3 2
4 ÿ 2 1:53 (with a mean absolute [NO−

3] devia-
tion of each point from the best-fit line of 3.15 mmol NO−

3 kg−1),
although the data is biased towards surface waters (where there has
been more sampling). Analysis of only the points below 1,000 m
(again excluding points in the weaker trend) reveals an average
deep-sea [NO−

3] : [PO3−
4 ] ratio of 14.6.

The main trend in the data with slope ½NO 2
3 ÿ < ð14–15Þ½PO3 2

4 ÿ
is due to phytoplankton assimilation of the nutrients in surface
waters followed by aerobic decomposition of the sinking organic
matter3, which recycles nitrogen and phosphorus back into dis-
solved form in deeper water according to the reaction5:

C106H175O42N16P þ 150O2 !

106CO2 þ 16HNO3 þ H3PO4 þ 78H2O
ð1Þ

Some scatter about a straight line is to be expected due to variation
in the nitrate : phosphate ratios of the plankton being decomposed6,
localized riverine input and other factors. The positive x-intercept
of the main trend in the data agrees with the observed predomi-
nance of nitrogen over phosphorus limitation at low nutrient
concentrations in surface waters7,8.

The most surprising aspect of the data is the weaker trend along
lines with slopes ½NO 2

3 ÿ : ½PO3 2
4 ÿ < 2:0. This trend can be seen
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clearly in a profile of ½NO 2
3 ÿ : ½PO3 2

4 ÿ against depth (Fig. 2). This
feature is not remarked upon in previous nitrate : phosphate
analyses3,9–11 because it is not apparent in the smaller data sets2

which these studies have used.
To investigate this new phenomenon, a subset of the data con-

taining the points contributing to the secondary nitrate : phosphate
trend was extracted according to the following criteria:

½PO3 2
4 ÿ . 1:5 mmol kg 2 1 and ½NO 2

3 ÿ=½PO3 2
4 ÿ , 3:0 ð2Þ

(the shaded area in Fig. 1 inset). These criteria were chosen so as to
include points at low nitrate : phosphate, but to exclude points that
are only a short ‘distance’ away from the predominant trend in the
data. For example, only a minor system perturbation or measure-
ment error is required at lower nutrient concentrations for the
nitrate : phosphate ratio to change from 15 to 2, and so our criteria
only include low nitrate : phosphate ratios at higher phosphate
concentrations. The low nitrate : phosphate (LNP) points resulting
from this definition make up 1.8% of the total (12,469 points out of
681,381). The geographical distribution of these LNP points can
be plotted (Fig. 3). Relationships with other parameters (Fig. 4)
show whether the LNP points occur preferentially under certain
conditions or at certain times.

The first explanation to consider for the LNP points is whether
they are due solely to instrument error, for example, associated with
older nutrient measurement techniques. However, there is no
strong pattern in the yearly distribution of the LNP points (Fig.
4a), with a large fraction (37% ¼ 4;599) of them being made during
the past 20 years. In addition, the LNP measurements were made
during cruises by many different nations, using different method-
ologies, in almost all oceans, and across a range of depths. LNP

points are detected by cruises visiting the same area many years
apart. For instance, LNP points have been detected independently
in the western North Pacific (110–1808 E, 0–608 N) by Japanese,
Taiwanese, USA, Chinese, USSR, Thai and Indonesian cruises in
1949, 1958 and in 21 out of the 24 years between 1963 and 1986.
LNP points and normal (nitrate : phosphate < 15) points were
often measured at different depths within the same profile. There is
strong spatial coherence (clustering) of the LNP points (Fig. 3), and
they possess a spatial distribution which is different from that of the
data set as a whole. There is a definite correlation with oxygen
concentrations (Fig. 4b). Instrument error can be discounted as a
possible cause of the LNP points.

Because the low nitrate : phosphate ratios are genuine, what could
have caused them? Examination of global nitrate : silicate and
silicate : phosphate plots (not shown) reveal a low trend in the
former but not a low trend in the latter, so the low
nitrate : phosphate ratios are caused by low nitrate, not high
phosphate. As the nitrate : phosphate ratio of river water is generally
greater than that of the Redfield ratio12, and values of this ratio in
phytoplankton biomass of ,3 have not been reported6, this suggests
that a nitrate removal process is responsible for the LNP points.

In particular, denitrification is usually assumed to be the expla-
nation for low nitrate : phosphate ratios9,11,13. Anaerobic decompo-
sition by denitrifying bacteria alters the nutrient concentrations in
the water according to a reaction similar to14,15:

C106H175O42N16P þ 104HNO3 !

106CO2 þ 60N2 þ H3PO4 þ 138H2O
ð3Þ

Denitrification is more likely to dominate in low-oxygen waters,
although it can still be operative in more oxic waters within the

Figure 1 Scatter plot of nitrate concentration versus phosphate concentration in

the global ocean, with the data points taken from ref. 1. Data were subjected to

screening procedures by the National Oceanographic Data Center (NODC)

before being included; historical data sets were recovered and included subject

to reliability30. The data comes from 68,341 different stations during cruises by 51

different countries. Only data points with no error flags are used here. Only actual

measured values are used, with no interpolations being included. Observations

were only included when both nitrate and phosphate were measured simul-

taneously, that is from the same bottle. The upper limit for phosphate in ref. 1 is

4.0 mmol kg2 1. The shaded area in the inset shows the subset of the data

designated as low nitrate : phosphate ratio (LNP ratio).

Figure 2 Scatter plot of the nitrate : phosphate ratio versus depth in the global

ocean (after ref.10), using the same data as in Fig.1.
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anoxic micro-sites in particulate matter16. The geographical dis-
tribution of LNP points (Fig. 3) provides further supporting
evidence of denitrification as the source process, with LNP points
predominantly observed in low-oxygen-prone coastal areas and
regions of open-ocean low oxygen associated with upwelling waters.

The LNP points correspond to large nitrate deficits of between 18
and 45 mmol kg 2 1 relative to nitrate : phosphate ¼ 15, and the
nitrogen in the missing nitrate must have been converted into
some other form of nitrogen. Neither ammonium or nitrite17 are
detected at such high concentrations in oxic or sub-oxic waters.
However, N2, the end-product of denitrification, is present at
concentrations of ,1,200 mmol kg 2 1 due to equilibration with

the large atmospheric reservoir. Large amounts of nutrients may
also exist in dissolved organic form (dissolved organic nitrogen,
DON, and dissolved organic phosphorus, DOP), but there is no
reason to suspect an increase in DON without a simultaneous
increase in DOP, or that this should be correlated with low oxygen.
Other nitrogen species in the oceans are only present at trace
concentrations, and so conservation of nitrogen also suggests that
a flux of NO 2

3 to N2 via denitrification is the most likely cause of the
shortfalls in NO 2

3 in the LNP points.
From the arguments above, removal of NO 2

3 by denitrification
seems by far the most plausible explanation, and the LNP points
should therefore be able to be used as indicators of denitrification.

Figure 3 Geographical locations where (at any

depth) measured phosphate concentration was

.1.5 mmol kg2 1 and the ratio of measured nitrate to

measured phosphate concentrations was ,3.0.

(Data taken from Ref. 1). The distribution can be

compared to a similar plot13 using an earlier and

smaller NODC data set and using a different LNP

criterion (½NO2
3 ÿ , ðð15½PO3 2

4 ÿÞ 2 10:0)).

Figure 4 Frequency plots of the LNP points against: year of measurement (a);

oxygen concentration (b); depth (c); month of the year (d); and height above sea

floor (e). In each case the y-ordinate is calculated as y ¼ ðLNPx =LNPtotÞ=ðNPx=NPtotÞ.

Here (LNPx/LNPtot) is the fraction of LNP points occurring at the value or range of

the parameter plotted on the x-axis, and (NPx/NPtot) is the fraction of all points

occurringat the samevalue or range. As anexample, the y-ordinate of the left-most

point in b is calculated as ð1;186=10;890Þ 4 ð9;742=613;169Þ because 10,890 of the

LNP points and 613,169 of all the nitrate : phosphate points in the data set were

measured at times when oxygen was also measured, and of those,1,186 of the LNP

points and 9,742 of the whole set of points were at oxygen concentrations of 0–

20mmolkg2 1. To ensure that the frequency plots are fully inter-comparable, the

y-ordinates were then normalized so that the average y-ordinate for each plot is 1.0.

Thehigh correlationduring1935–40 ina is not significant asonly 7 LNPpointswere

measured during that period. The correlations in e are less reliable because sea-

floor depths for each station are not available in ref. 1 and so had to be obtained

insteadby interpolation fromvalues ina separate data set, at ð1=12Þ 3 ð1=12Þ degree

resolution.
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In those areas where denitrification is identified in this way (clusters
of LNP points in Fig. 3) the denitrification may be occurring in the
water column18,19 or within the sediment15,20, with subsequent
exchange of substrates and products with the overlying waters.
Open-ocean denitrification has been reported in the eastern tropical
North Pacific21, the eastern tropical South Pacific14, and in the
Arabian Sea22. Our criteria (equation (2)) identify the eastern
tropical Pacific (north and south), but not the Arabian Sea. The
Arabian Sea does not appear as a denitrification site because,
although denitrification takes place, the nitrate : phosphate ratio
does not fall much below 9.0 as a result22. In light of this, it is clear
that the method used here will detect the majority of denitrification-
affected waters, but not all of them.

It has previously been suggested, from nitrogen deficit calcula-
tions, that denitrification is taking place within the northern North
Pacific23 and the Bering Sea24, but nevertheless these areas are not
traditionally recognized as major sites of denitrification. The calcu-
lations reported here provide additional evidence for denitrification
in these places, and additionally across large areas of the western
North Pacific (Fig. 3). Nitrate concentrations are generally high4 and
oxygen concentrations low25,26 in sub-surface waters in these areas,
providing favourable conditions for denitrification27.

Assuming similar denitrification rates per unit area, the extent of
the LNP points (Fig. 3) suggests that the total nitrate loss in the west
and north North Pacific region is about 20% higher than in the
eastern tropical Pacific Ocean. Sedimentary denitrification con-
tributes about half as much as water-column denitrification to the
global flux20, and the eastern tropical Pacific (north and south) was
previously estimated to contribute ,85% of total water-column
denitrification27. Therefore inclusion of the western and northern
North Pacific could potentially increase the total global marine
denitrification flux by about 70%. This calculation is speculative,
but it is clear that more detailed work should be carried out to
enable more precise estimates to be made. Denitrification is the
largest sink of reactive nitrogen from the oceans28,29, and is therefore
a critical component in the global marine nitrogen cycle. M
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Anthropogenic increases in the atmospheric concentration of
carbon dioxide and other greenhouse gases are predicted to
cause a warming of the global climate by modifying radiative
forcing1. Carbon dioxide concentration increases may make a
further contribution to warming by inducing a physiological
response of the global vegetation—a reduced stomatal conduc-
tance, which suppresses transpiration2. Moreover, a CO2-enriched
atmosphere and the corresponding change in climate may also
alter the density of vegetation cover, thus modifying the
physical characteristics of the land surface to provide yet another
climate feedback3–6. But such feedbacks from changes in vegeta-
tion structure have not yet been incorporated into general circu-
lation model predictions of future climate change. Here we use a
general circulation model iteratively coupled to an equilibrium
vegetation model to quantify the effects of both physiological and
structural vegetation feedbacks on a doubled-CO2 climate. On a
global scale, changes in vegetation structure are found to partially
offset physiological vegetation–climate feedbacks in the long
term, but overall vegetation feedbacks provide significant regional-
scale effects.

The Sheffield University vegetation model simulates global vege-
tation under steady-state conditions of climate and atmospheric
CO2 (ref. 7). It models the physiological processes of nutrient
uptake, photosynthesis, respiration and stomatal limitation of
transpiration, and uses these to determine the vegetation structural
character in terms of foliage density. The outputs of this model are:
(1) leaf area index (LAI), the area of leaf surface per unit area of
ground; and (2) daytime mean canopy conductance (gc), the net
transpirational conductance of all stomata integrated (numerically)
over the canopy depth. LAI is purely a structural variable, whereas
gc contains both structural and physiological contributions. The
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The homeostasis of animals is regulated not only by the growth and differentiation of cells, but also by cell death
through a process known as apoptosis. Apoptosis is mediated by members of the caspase family of proteases, and
eventually causes the degradation of chromosomal DNA. A caspase-activated deoxyribonuclease (CAD) and its
inhibitor (ICAD) have nowbeen identified in the cytoplasmic fraction of mouse lymphoma cells. CAD is a protein of 343
amino acids which carries a nuclear-localization signal; ICAD exists in a long and a short form. Recombinant ICAD
specifically inhibits CAD-induced degradation of nuclear DNA and its DNase activity. When CAD is expressed with
ICAD inCOScells or in a cell-free system,CAD isproducedasacomplexwith ICAD: treatmentwith caspase3 releases
the DNase activity which causes DNA fragmentation in nuclei. ICAD therefore seems to function as a chaperone for
CADduring its synthesis, remaining complexedwithCAD to inhibit its DNase activity; caspases activated by apoptotic
stimuli then cleave ICAD, allowing CAD to enter the nucleus and degrade chromosomal DNA.

Surplus cells are removed by apoptosis1 during mammalian devel-
opment, and when cytotoxic T cells or natural killer cells kill virally
infected or tumour cells, the effector cells induce apoptosis in the
target cells2. Apoptotic cell death is characterized by accompanying
morphological changes, such as cell shrinkage, condensation of
nuclei, and loss of microvilli3. The biochemical hallmark of
apoptosis is the cleavage of chromosomal DNA into nucleosomal
units, which appears to be the final blow in the cell death process4–6.
Until now, none of the nuclease(s) responsible for DNA degradation
in apoptosis had been identified, although various nucleases such
as DNase I, DNase II, and cyclophilins have been proposed as
candidates7–9.

Fas ligand, a member of the tumour-necrosis factor family, is
expressed in activated T cells and natural killer cells, and induces
apoptosis in target cells by binding to Fas, its receptor2,10. As this
process occurs in the presence of inhibitors of protein or RNA
synthesis11, and even in enucleated cells12, all the signalling com-
ponents necessary for apoptosis may already be present in growing
cells, and the apoptotic signals may only trigger them. It has been
shown that Fas engagement activates a cascade of caspase pro-
teases13–18, as found in most apoptotic processes19. Caspases are
synthesized as precursor forms, and an apoptotic signal converts
the precursors to mature enzymes, which subsequently cleave
other caspases that are downstream in the cascade2,20. Caspases
activated by apoptotic signals cleave various cellular substrates
such as actin, poly(ADP-ribose) polymerase, fodrin and lamin,
which may be responsible for the morphological changes that
occur in the cells21.

Fas-induced apoptotis also causes DNA degradation11. The cyto-
solic fraction from Fas-engaged apoptotic cells contain a factor(s)
that induces DNA degradation in isolated nuclei, suggesting that a
nuclease or its activating molecule(s) is generated in cells during
Fas-induced apoptosis22,23. The cytosolic extracts from living cells do
not cause DNA degradation in nuclei, but treatment of the extracts
with caspase 3 converts them to apoptosis-inducing extracts,
suggesting that living cells carry a proform of the molecule(s) that
induces DNA degradation14. We have now purified a protein that
can cause DNA degradation in nuclei after treatment with caspase 3.

As this protein has an intrinsic DNase activity, it was designated
CAD, for caspase-activated DNase. We also tested for the presence of
an inhibitor(s) of DNA degradation and found that the cytosolic
fraction from growing, but not from apoptotic, cells contains such
an inhibitor (ICAD, for inhibitor of CAD). ICAD was also purified
from a mouse T-cell lymphoma. Molecular cloning of mouse CAD
complementary DNA revealed that CAD is a protein consisting of
343 amino acids, carrying a nuclear-localization signal at its carboxy
terminus. Two different ICAD cDNAs were isolated which coded for
a long and a short form; a recombinant ICAD produced in
Escherichia coli specifically inhibited the DNase activity of CAD,
but did not inhibit DNase I or DNase II. Functional CAD protein
was produced in COS cells in the presence of ICAD in a cell-free
system, CAD was only found in complex with ICAD. These results
indicate that CAD exists as an inactive complex with ICAD in living
cells. Caspases activated by apoptotic signals cleave ICAD to release
CAD, which then enters the nucleus to degrade chromosomal DNA.
This mechanism of activation of this apoptotic DNase is remarkably
similar to that used to activate the transcription factor NF-kB.

Identification of CAD and ICAD
We have previously shown that growing cells contain a factor(s) that
can be converted by caspase 3 to a form that causes DNA
degradation14. To characterize this factor, the S-100 fraction from
mouse T-cell lymphoma was fractionated by DEAE–Sepharose
column chromatography. Each fraction was treated with caspase
3, then its ability to cause DNA degradation in nuclei was assayed.
As shown in Fig. 1a, the DNA degradation activity eluted as a single
peak at about 145 mM NaCl. The activity was not detected without
caspase-3 treatment (data not shown). This DNA-degrading activ-
ity cleaved naked DNA when plasmid DNA was used as substrate
(middle panel, Fig. 1a), and caspase-3-dependent (bottom panel).
The S-100 fraction from growing cells was found to inhibit the CAD
activity present in lysates from Fas-activated cells. To characterize
this CAD-inhibitory activity, we assayed CAD activity in Fas-
activated cells in the presence of fractions from the DEAE-Sephar-
ose column. As shown in Fig. 1b, proteins eluting at 170 mM NaCl
inhibited CAD-induced DNA fragmentation in nuclei, indicating
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that growing cells carry a latent form of CAD and its inhibitor
(ICAD) in the cytoplasm.

Purification and properties of ICAD
ICAD was purified by ammonium sulphate fractionation and
column chromatography on butyl–Sepharose and phenyl–Super-
ose. When the sample was loaded onto a gel-filtration column,
ICAD eluted as a single peak with an apparent relative molecular
mass (Mr) of 75K. Physical chemical characterization of partially
purified ICAD indicated that it is resistant to heat (90 8C) and
denaturant (0.1% SDS). We therefore heated proteins in each
fraction from the gel filtration column at 90 8C for 15 min and
centrifuged them. The supernatants gave a few bands on SDS–
polyacrylamide gel electrophoresis (Fig. 2a) and had ICAD activity
(Fig. 2b). To assign ICAD to a specific band, the gel was cut into
slices for elution: an eluted 32K protein was found to inhibit CAD-
induced DNA degradation in nuclei (Fig. 2c) and its DNase activity
(Fig. 2d), indicating that the 32K protein is ICAD; the native form of
ICAD is presumably a homodimer, because it behaves as a 75K
protein on gel-filtration column chromatography. The overall
purification of ICAD from the S-100 fraction was ,17,000-fold,
with a yield of 11.8% (Table 1).

Purified ICAD was sequenced and five peptide sequences were
obtained. One was found in the mouse EST databases and, using
this sequence, two different ICAD cDNAs (ICAD-L and ICAD-S)
were isolated from a mouse T-cell lymphoma cDNA library. These
cDNAs contained open reading frames of 331 and 265 amino acids,
respectively (Fig. 3a). The two cDNAs were identical up to amino-
acid position 261, after which the sequences differed, suggesting
that the ICAD-L and ICAD-S messenger RNAs are generated
through alternative splicing. All five peptide sequences obtained
with the purified ICAD were found in the ICAD-S sequence, and
its calculated Mr (29.169K) agreed well with that estimated from
SDS–polyacrylamide gel electrophoresis. Both ICAD-L and ICAD-
S are rich in acidic amino acids, and have isoelectric points of ,4.5.
A BLAST homology search in GenBank databases indicated that
mouse ICAD-L is highly homologous to human DFF45 (DNA-
fragmentation factor 45)24. As shown in Fig. 3b, the two sequences
are 76.1% identical, indicating that mouse ICAD-L could be a
counterpart of human DFF45.

To test the enzymatic properties of ICAD, ICAD-L and ICAD-S
were prepared as glutathione-S-transferase (GST) fusion proteins in
E. coli. As shown in Fig. 4a, recombinant ICAD inhibited the DNA
degradation in nuclei induced by lysate from Fas-activated cells.
This inhibition by ICAD was dose-dependent: a few ng of ICAD-L
were sufficient to inhibit CAD activity in 20 mg lysate from Fas-
activated cells. ICAD-L also efficiently inhibited the DNase activity
of CAD (Fig. 4b), but it did not inhibit either DNase I or DNase II
(Fig. 4c, d). A similarly specific inhibition against CAD was
observed with ICAD-S (data not shown).

Purification and cloning of CAD
Loss-of-function mutations of the Fas gene cause lymphadenopathy
and splenomegaly2. As cytosolic extracts from the lymph nodes of
one such mouse mutant, MRL-lpr, have a high level of CAD activity,
we used them as starting material for purification of CAD. We have
noticed that CAD self-activated during purification and that this
activated form is unstable. The S-100 fraction was therefore first
treated with an inhibitor of caspase 3 (bio-DEVD-cmk)14, CAD was
then purified by ammonium sulphate fractionation and chromato-
graphy on heparin–agarose, resource-Q and resource-S columns.
CAD activity was assayed by its ability to induce DNA degradation
in intact nuclei or by its DNase activity on plasmid DNA. The crude
extracts (S-100) contained constitutively active DNase activity,
which was mostly removed by resource-Q column chromatography.
After this stage, the caspase-activated DNase activity copurified
with the DNA-fragmentation activity in intact nuclei.

As already described, ICAD is a mouse homologue of human
DFF45. Caspase 3 cleaves DFF45/ICAD24,25, so we considered that
CAD could be bound to ICAD as a complex. We therefore
biotinylated the partially purified CAD (resource-S fraction), and
treated it with caspase 3, then loaded it onto an affinity column of
GST–DFF45. When the bound proteins were eluted from the
column with glutathione, western blot analysis of the eluates with
horseradish peroxidase-conjugated streptavidin revealed a specific
band of Mr 40K in the eluate from the GST–DFF45 affinity column,
but not in eluate from the control column (GST–revDFF45)
(Fig. 5a). When the sample was loaded onto the DFF45 affinity
column without caspase 3 treatment, the 40K protein was not
retained on the column. These results indicated that the 40K protein
was probably CAD, and that it can bind to human DFF45 or ICAD.
The inability of the inactive form of CAD to bind to the affinity
column suggested that this form could be a complex of CAD and
ICAD, and that treatment with caspase releases CAD from ICAD. As
GST–DFF45 carries a thrombin cleavage site26 and DFF45 can be
cleaved by caspase 3 (ref. 24), we treated the column with thrombin
and caspase 3 and eluted a 40K protein (data not shown, and
Fig. 5b). The size of this protein was identical to that eluted by
glutathione, suggesting that the protein is not cleaved by caspase 3.
No potential cleavage site for caspase 3 was found in the primary
sequence of CAD (Fig. 5d).
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Figure 1 CAD and ICAD activity in extracts from mouse WR19L cells. The S-100

fraction (500mg protein) from WR19L cells was loaded onto a DEAE–Sepharose

column (2:6 3 11cm), and proteins were eluted with a 50–350mM NaCl linear

gradient. a, Aliquots (10 ml) of the indicated fractions were treated with caspase 3,

and CAD activity on nuclear (top) or plasmid DNA (middle) determined. DNase

activity was also determined without caspase 3 treatment (bottom). b, Using 10-ml

aliquots, ICAD activity in the indicated fractions was determined using lysates

from Fas-activated W4 cells and mouse liver nuclei. FT, flow through.
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To prepare enough purified CAD for protein-sequence analysis,
2 mg of the resource-S fraction was activated with caspase 3 and
loaded onto the GST–DFF45 affinity column. As the elution with a
combination of caspase 3 and thrombin is more efficient than with
glutathione, the column was treated with thrombin and caspase 3.
Analysis of the eluate by silver staining (Fig. 5b) revealed a band at
Mr 40K. Several intense bands smaller than 35K were obtained after
thrombin and caspase-3 treatment. The eluate from the affinity
column had strong CAD activity. As shown in Fig. 5c, one microlitre
of the eluate, which contained less than 1 ng of the 40K protein,
completely fragmented nuclear DNA within 2 hours and also
digested plasmid DNA. If CAD was loaded onto the affinity
column without pretreatment with caspase 3, there was no 40K
protein or CAD activity in the eluate (Fig. 5b, c). We concluded that
the 40K protein is CAD. A summary of the purification is shown in
Table 2: CAD-induced DNA degradation in nuclei was assayed by
measuring the amount of histone/DNA complex released from the
nuclei. The overall purification of CAD was ,180,000-fold, with a
yield of 2.3%.

Five peptide-fragment sequences of the putative CAD protein
were obtained, two of which were used to design the degenerate

oligonucleotide primers for polymerase chain reaction (PCR)
amplification from a mouse T-cell cDNA library. A fragment of
332 base pairs (bp) was obtained and used as a probe to screen the
cDNA library by colony hybridization. One of the positive clones
carrying the full-length coding sequence was characterized by
nucleotide-sequence analysis. The cDNA (pEF-CAD) contained
an open reading frame of 345 amino acids (Fig. 5d). All five peptide
sequences obtained from the purified protein could be found in the
coding sequence. The amino terminus of the purified CAD was
identified as alanine, which appeared at the third position of the
coding sequence, suggesting that mouse CAD can undergo post-
translational processing at the N terminus. Extra methionine and
cysteine residues preceding the N terminus of the mature protein
have also been found in actin from various species27. Mature CAD
consists of 343 amino acids, with a calculated Mr of 39.333K. Mouse
CAD is rich in cysteine residues (12 residues in the mature protein)
and is a basic protein with an isoelectric point of 9.7. A BLAST
search of the GenBank databases did not reveal any genes homo-
logous to the CAD gene, so CAD is a previously undiscovered gene
product. However, the sequence at the C terminus consisting of 15
amino acid residues has the features of a nuclear-localization
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Table 1 Purification of murine ICAD

Step Protein
(mg)

Total activity
(× 1,000 units)

Specific activity
(unitsmg−1)

Purification
(fold)

Yield (%)

...................................................................................................................................................................................................................................................................................................................................................................

S-100 1,710.0 20,853.0 12.2 100
DEAE–Sepharose 125.0 10,975.6 87.8 7 52.6
Ammonium sulphate 62.0 10,812.1 174.3 14 51.8
Butyl–Superose 4.2 3,995.1 951.6 78 19.2
Phenyl–Sepharose 1.3 3,408.5 2,622.0 215 16.3
Superdex-200 0.12 2,726.3 22,719.5 1,863 13.1
Heat treatment 0.012 2,453.7 204,475.6 16,767 11.8
...................................................................................................................................................................................................................................................................................................................................................................
The S-100 fraction was prepared from 4 3 1011 mouse WR19L cells. ICAD activity was determined with mouse nuclei as described in Methods. One unit of inhibitory activity was defined as
the dilution that inhibits half of one unit of CAD activity. The protein concentration of ICAD in the heat-treated sample was estimated from silver staining on SDS–polyacrylamide gel
eletrophoresis.

Figure 2 Identification of ICAD. Fractions (1.3mg protein) from a phenyl–

superose column were loaded onto a Superdex-200 column. Fractions were

heated and insoluble proteins removed.a, Aliquots (5 ml) of the indicated fractions

were electrophoresed on a 10–20% gradient polyacrylamide gel and proteins

were visualized by silver staining. Migration of marker proteins (Amersham) are

shown on the left. The Superdex-200 column was calibrated by using the

standard proteins transferrin (TF, 81K) and ovalbumin (OVA, 43K); their elution

positions are indicated. ICAD is indicated by the arrow on the right. b, Using 5-ml

aliquots of the indicated fractions, ICAD activity was determined. CAD activity

without ICAD is shown in the first lane (−). c, Fractions 14–17 from the Superdex-

200 column were pooled, concentrated, and heated. After centrifugation, ,100 ng

protein in the supernatant was separated by electrophoresis on a 10–20%

gradient polyacrylamide gel. After slicing up the gel, proteins were eluted and

precipitated in cold acetone as described44, then dissolved in buffer D containing

6M guanidine-HCl. The solution was incubated at room temperature for 20min

and dialysed at room temperature against buffer D. Using 5-ml aliquots, ICAD

activity was determined. The first lane (−) shows CAD activity without ICAD. d,

Aliquot (5 ml) of the protein eluate from gel slice 7 in c was incubated at 4 8C for

30min with the lysate from Fas-activated W4 cells (20 mg), and the remaining CAD

activity was determined with plasmid DNA. Lane 1, plasmid DNA; lane 2, DNA

incubated with CAD; lane 3, DNA incubated with CAD and ICAD; lane 4, DNA

incubated with ICAD.
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signal28, which is in agreement with the ability of CAD to enter the
nucleus to degrade DNA.

Expression of CAD in vitro
To confirm that our cloned CAD cDNA encodes the protein with
CAD activity, a CAD-expression plasmid (pEF-CAD) was intro-
duced into COS cells and cell lysates prepared. As shown in Fig. 6a,
untreated lysates did not induce DNA degradation, but when
treated with caspase 3, the lysates had CAD activity that was slightly
higher (4-fold) than that of empty-vector-transfected cells. As this
expression of CAD was low, we considered that either functional
CAD could not be synthesized in the absence of ICAD, or that the
transfected cells were immediately killed by CAD. To test these
possibilities, we introduced the CAD expression plasmid into COS
cells together with the expression plasmid for ICAD. Expression of
ICAD alone in COS cells inhibited endogenous CAD, and the lysates

had no CAD activity even after treatment with caspase 3. But when
CAD was co-expressed with ICAD, the lysates had strong CAD
activity. As shown in Fig. 6b, 10–20 ng of total lysate from cells
cotransfected with CAD and ICAD efficiently cleaved chromosomal
DNA in nuclei and digested plasmid DNA when treated with
caspase 3. CAD activity in the transfected cells was ,1,000 times
higher than in control cells transfected with empty vector, indicat-
ing that our cloned cDNA codes for functional CAD.

To investigate the role of ICAD in the expression of CAD, we
synthesized CAD in a cell-free system. Specifically, CAD mRNA was
synthesized with T7 polymerase and translated in reticulocyte
lysates in the presence or absence of recombinant GST–ICAD. In
both cases, CAD was synthesized as a 40K protein (Fig. 7a). CAD
made in the absence of ICAD was inactive but was fully functional
when synthesized in the presence of ICAD and activated by caspase
3 (Fig. 7b). When ICAD was added to the reaction after CAD
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Figure 3 Comparison of amino-acid sequences of mouse ICAD-S and ICAD-L

and of mouse ICAD-L and human DFF-45. a, The amino-acid residues in ICAD-L

that are identical to those of ICAD-S are indicated by a dash. The five peptide

sequences obtained from purified ICAD are underlined. Two putative cleavage

sites for caspase 3 are indicated by double underlines. The amino-acid number is

shown above the sequence. b, Alignment of amino-acid sequences of mouse

ICAD-L and human DFF45. The amino-acid sequence of human DFF45 (ref. 24)

was aligned with that of mouse ICAD-L. Identical amino acids are in bold.

Figure 4 Specific inhibition of CAD activity by recombinant ICAD. a and b, Cell

lysate from Fas-activated W4 cells (20 mg) was preincubated with the indicated

amounts of GST–ICAD-L, and the CAD activitywas determined witha, liver nuclei,

b, or plasmid DNA. The activity of CAD without preincubation with GST–ICAD-L is

shown in lanes 1 and 9. The effect of the control GST protein on CAD activity is

shown in lanes 8 and 14. c, d, Increasing amounts of DNase I (c) or DNase II (d)

were preincubated at 4 8C for 30min with 10ng (c) or 10 mg (d) of GST–ICAD-L.

Plasmid DNA (1.0 mg) was added and the incubation continued at 30 8C for 2 h,

then analysed by agarose gel electrophoresis. Lanes 1–4, DNase alone; 5–8,

DNase with ICAD-L.
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synthesis, however, no CAD activity was detected (data not shown).
These results indicate that functional CAD can only be synthesized
in the presence of ICAD, and suggest that newly synthesized CAD is
complexed with ICAD. When ICAD tagged with Flag epitope was
immunoprecipitated with anti-Flag antibody, the 40K CAD protein
coimmunoprecipitated with ICAD (data not shown); treatment of
the precipitate with caspase 3 gave full CAD activity (Fig. 7c),
confirming that CAD is a DNase that forms a complex with ICAD
and is activated by caspase 3.

Discussion
Ever since the discovery that DNA fragmentation occurs during
apoptosis6, the identity of the DNase responsible has been sought.
However, this DNase was labile and scanty, making purification of
this enzyme difficult29. Several enzymes have been proposed as
candidates, including DNase I, DNase II, cyclophilins, and
DNase-g (refs 7–9, 30), but none of these fulfilled all the criteria
for the apoptotic DNase. CAD is a DNase with a high specific
activity, comparable to or higher than that of DNase I and DNase II,
which can be generated from cell extracts by treatment with caspase
3, and we have also identified its specific inhibitor, ICAD. By using
recombinant CAD produced in COS cells, we have shown that

CAD’s DNase activity can be inhibited by aurintricarboxylic acid at
30 mM (M.E. and S.N., unpublished data), a concentration that
inhibits DNA degradation in most apoptotic cells31,32. Northern blot
analysis indicates that CAD and ICAD mRNAs are ubiquitously
expressed in various tissues (data not shown). The amino-acid
sequence of CAD contains a nuclear-localization signal. Further-
more, overexpression of ICAD blocks DNA degradation induced by
Fas engagement or by treatment with staurosporine25. These results
indicate that CAD is the DNase responsible for DNA degradation
during apoptosis, although we cannot rule out the possibility that
other DNases may be involved in some circumstances.

The inactive form of CAD in non-apoptotic growing cells seems
to exist as a complex of CAD with ICAD, because the caspase-
activated but not the inactive form of CAD could bind free ICAD,
and because CAD synthesized in a cell-free system was recovered as a
complex with ICAD. When partially purified CAD (resource-S
fractions) was heated to inactivate CAD, the ICAD activity was
found in the fractions that contained CAD (data not shown). CAD
is a basic protein (pI 9.7), whereas ICAD is an acidic protein (pI 4.5),
so these proteins may interact electrostatically. Caspase 3 is acti-
vated during apoptosis14,19 and cleaves ICAD25, which probably
releases CAD from ICAD. When we analysed the inactive and
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Table 2 Purification of murine CAD

Step Protein
(mg)

Total activity
(× 1,000 units)

Specific activity
(units mg−1)

Purification
(fold)

Yield (%)

...................................................................................................................................................................................................................................................................................................................................................................

S-100 3,150 1,493 0.47 100
Ammonium sulphate 850 960.5 1.13 2 65
Heparin 89.6 1,333.2 14.9 32 90.2
Resource-Q 16.4 944.6 57.6 123 63.9
Resource-S 2.0 560.2 280.0 596 37.9
GST–DFF45 Sepharose 0.0004 34.3 85,800.0 182,553 2.3
...................................................................................................................................................................................................................................................................................................................................................................
The S-100 fraction was prepared from lymph nodes of 14 MRL-lpr/lpr mice. To determine CAD activity, 2 3 105 nuclei were incubated with the sample at 30 8C for 2h in 20 ml of buffer A
containing 150ng caspase 3. The histone/DNAcomplex released from nucleiwas assayed with a cell death ELISAkit (Boehringer Mannheim).One unit of CAD activityws arbitrarily defined
as the activity that gives one optical density unit at 405nm in the ELISA system. Ten units of this assay roughly correspond to the activity that degrades 1 mg plasmid DNA at 30 8C for 2 h. The
protein concentration of CAD in the eluate from GST-DFF45 Sepharose was estimated from silver staining after SDS–PAGE.

Figure 5 Identification andamino-acid sequence of CAD. a, Partially purified CAD

(resource-S fraction, 0.1mg) was biotinylated with biotin-N-hydroxysuccinimide

ester (Pierce) and treated at 4 8C overnight with (lanes 2 and 4) or without (lanes 1

and 3) 6 mgml−1 caspase 3, then the caspase was inactivated with bio-DEVD-cmk.

The sample (16 mg protein) was loaded onto GST–DFF45 affinity beads (10 ml bed

volume) (lanes 1 and 2) or control GST–revDFF beads (lanes 3 and 4). The beads

were incubated at 4 8C for 2 h with 20 ml buffer G containing 5mM glutathione.

Proteins released from the beads were analysed by western blotting with

horseradish-peroxidase-conjugated streptavidin and the biotin–streptavidin com-

plex was visualized by an enhanced chemiluminescence system (Renaissance;

Dupont NEN). b, The resource-S fraction (2mg protein each) was incubated at

4 8C overnight with (lane 2) or without (lane 1) caspase 3. After inactivating

caspase 3 with bio-DEVD-cmk, samples were applied to the GST–DFF45 affinity

column. 5 ml of fractions (100 ml) from the affinity column was analysed by

electrophoresis on a polyacrylamide gel, and proteins were visualized by silver-

staining. Buffer G was subjected to the same procedure; that is, binding to GST–

DFF45 affinity column and elution with caspase 3 and thrombin (lane 3). Caspase

3 and thrombin are mostly seen in this lane. c, CAD activity in 1-ml aliquots of

fractions (100 ml) from the affinity column (b) was determined with mouse liver

nuclei (lanes 1 and 2) or with plasmid DNA (lanes 3 and 4). Lanes 1 and 3,

caspase-3-treated sample loaded onto GST–DFF45 affinity column. Lanes 2 and

4, samples loaded on the affinity column without caspase 3 treatment. d, Amino-

acid sequence of mouse CAD predicted from the cDNA sequence. The N

terminus of purified CAD starts with Ala-3. Five peptide sequences obtained from

purified CAD are underlined. A putative nuclear-localization signal at the C

terminus is indicated by a double underline.
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caspase-3-activated forms of CAD by gel filtration, their apparent
Mr values were 80K and 40K, respectively (data not shown). This
mechanism for the activation of CAD (Fig. 8) is very similar to that
used by the nuclear transcription factor NF-kB (refs 33, 34): NF-kB
is kept as a complex with IkB in the cytoplasm until various stimuli
activate a kinase cascade which leads to the ubiquitin-dependent
degradation of IkB. The degraded IkB dissociates from NF-kB,
which then enters the nucleus to activate or repress the expression of
various genes. In the apoptotic pathway, various stimuli, including
cytokines, activate a protease cascade of caspases, which could
degrade ICAD and cause its dissociation from CAD; CAD could
then enter the nucleus to degrade the chromosomal DNA. NF-kB
carries a nuclear-localization signal, as does CAD, and one of the
roles of IkB is to mask this signal to prevent NF-kB from entering
the nucleus35. ICAD may inhibit not only the DNase activity of
CAD, but also its translocation into the nucleus, because most
inactive CAD is found in the cytoplasm (data not shown).

Most DNases and proteases are sequestered into lysosomes as
soon as they are synthesized. Some proteases, such as caspases in the

cytoplasm, exist in inactive precursor forms which are activated by
various stimuli19. This CAD/ICAD partnership is analogous to that
of the bacterial DNases that are encoded by colicin genes and are
coordinately expressed with their inhibitors (‘immunity proteins’),
immediately forming a complex with them36. ICAD works as a
specific chaperone, allowing the proper folding of the nascent CAD
polypeptide. Chaperones are proteins that prevent incorrect asso-
ciation of, within or between polypeptides during de novo protein
folding, and also function to guide proteins to cellular organelles
while maintaining their unfolded structure37. Although most
chaperones are multifunctional and ubiquitous, chaperone-like
functions have been identified that are specific for the b-subunit
of a potassium channel38 and for one of the subunits of the 20S
proteasome39. The subunit of the 20S proteasome is synthesized as
a precursor which is processed during the assembly of the pro-
teasomes from their subunits. CAD is synthesized with two extra
amino acids at its N terminus, which may be removed by association
with ICAD.

Our results described here and in an accompanying Letter25
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Figure 6Expression of mouse CAD inCOS cells.a,

COS cells were transfected with pEF-BOS (lanes 1

and 2), pEF-CAD (lanes 3 and 4), or pEF-ICAD-L

(lanes 5 and 6), or cotransfected with pEF-CAD and

pEF-ICAD-L (lanes 7 and 8), and cell lysates were

prepared as described in Methods. Aliquots of the

lysates (8 mg protein) were assayed for CAD

activity with nuclei (top) or with plasmid DNA

(bottom) in the absence (−) (lanes 1, 3, 5 and 7) or

presence (+) (lanes 2, 4, 6 and 8) of caspase 3. b,

Cell lysates were prepared from COS cells trans-

fected with pEF-BOS (lanes 1–4), pEF-CAD (lanes

5–8), or pEF-ICAD-L (lanes 9–12), or cotransfected

with pEF-CAD and pEF-ICAD-L (lanes 13–22).

Aliquots from each lysate were assayed for CAD

activitywith mouse liver nuclei (top) or with plasmid

DNA (bottom) in the presence of caspase 3.

Figure 7 Expression of mouse CAD in a cell-free system, and binding of CAD with

ICAD. a, The pcDNA-CAD (lanes 3 and 4) or the empty vector (lanes 1 and 2) was

subjected to the in vitro transcription and translation in the presence of 35S-Met.

The reaction mixtures in lanes 2 and 4 included 160 ng of GST-ICAD-L. After

reaction, 5-ml aliquots were analysed by electrophoresis on a polyacrylamide gel

and autoradiographed. b, Mouse CAD was synthesized in the in vitro

transcription and translation system in the absence (lanes 1, 2, 5 and 6) or

presence (lanes 3, 4, 7 and 8) of GST-ICAD-L. Using 3 ml aliquots, CAD activity with

nuclei (lanes 1–4) or plasmid DNA (lanes 5–8) was determined in the absence

(lanes 1, 3, 5 and 7) or presence (lanes 2, 4, 6 and 8) of caspase 3. c, Mouse CAD

was synthesized in the cell-free system in the absence (lanes 1 and 2) or

presence (lanes 3 and 4) of GST-ICAD-L. The ICAD-L was immunoprecipitated

with anti-Flag antibody (lanes 2, 4, 6 and 8), or control antibody (lanes 1, 3, 5 and 7)

and the precipitates suspended in 10 ml buffer G. Using 3-ml aliquots, CAD activity

with nuclei (lanes 1–4) or plasmid DNA (lanes 5–8) was determined in the

presence of caspase 3.
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establish CAD as the long-sought-after DNase that cleaves chro-
mosomal DNA during apoptosis. The identification and molecular
cloning of CAD and ICAD, which link the apoptotic proteases
(caspases) to chromosomal DNA degradation, contribute to our
understanding of the apoptotic process that originates at the death-
factor receptors or from the action of anticancer drugs. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Assay for CAD and ICAD. CAD activity was determined by DNA-
fragmentation assay using mouse liver nuclei22 or by a DNase activity assay.
Nuclei (2 3 105) were incubated at 30 8C for 2 h with samples in 20 ml buffer A
(10 mM HEPES-KOH, pH 7.0, 50 mM NaCl, 20% (v/v) glycerol, 40 mM b-
glycerophosphate, 2 mM MgCl2, 5 mM DTT) containing 1 mg ml−1 BSA and
150 ng caspase 3. DNA was then extracted from the nuclei and analysed by
electrophoresis on a 1.5% agarose gel. In some cases, the released DNA/histone
complex was quantified with an ELISA system (kit from Boheringer Mann-
heim). For DNase assay, nuclei in the mixture were replaced by 1 mg plasmid
DNA.

ICAD activity was determined by assaying the inhibition of CAD. The
cytosolic fraction from Fas-activated cells was used as a source of activated
CAD. Mouse W4 cells were treated at 37 8C for 20 min with 0.5 mg ml−1 anti-Fas
Jo2 antibody40, and the S-100 fraction was prepared as described22. Caspase 3
was inactivated by incubation of the lysate at 4 8C for 30 min with 10 mM Ac-
DEVD-cho (Peptide Institute). A test sample was added to the active CAD
(20 mg of cell extract from Fas-activated W4 cells) in a final volume of 20 ml.
After incubation at 4 8C for 30 min, the remaining CAD activity was deter-
mined using nuclei or plasmid DNA as targets, as described.
Recombinant human DFF45 and mouse ICAD. A cDNA coding for human
DFF45 (ref. 24) was isolated from a human KT3 cDNA library11 by PCR. The
PCR product (1 kb) was fused to the GST gene of pGEX-2T[128/129]26 in
forward and reverse orientations (pGEX-DFF and pGEX-revDFF, respectively).
The GST–DFF45 fusion protein was expressed in E. coli AD202, and adsorbed
to glutathione–sepharose 4B. The beads retained about 1 mg GST fusion
protein per ml of wet beads. A GST fusion protein with mouse ICAD was
produced by a similar method25.
Purification of ICAD and CAD. All packed columns used for protein
purification were from Pharmacia. To purify ICAD, mouse WR19L cells were
suspended (2 3 109 cells per ml) in buffer B (10 mM HEPES-KOH, pH 7.0,
50 mM NaCl, 5 mM MgCl2, 5 mM EGTA, 10% glycerol, and 1 mM DTT)
supplemented with a mixture of protease inhibitors (1 mM APMSF, 1 mg ml−1

aprotinin, 1 mg ml−1 leupeptin, and 1 mg ml−1 pepstatin A). Cells were disrupted
by three cycles of freezing and thawing in a Dounce homogenizer, accompanied
by grinding with a pestle during each thawing cycle. The homogenate was spun
at 30,000g for 30 min and at 100,000g for 12 h. The S-100 fraction (1,710 mg)
was applied to a DEAE–Sepharose FF column (170 ml bed volume). The
column was washed with buffer B, and eluted with a 50–350 mM linear NaCl

gradient. Active fractions were pooled, fractionated with ammonium sulphate
at 25 to 50% saturation, and dissolved in buffer C (buffer B without 50 mM
NaCl) containing 1 M ammonium sulphate. The sample was applied to a
butyl–sepharose-4 FF column (18 ml bed volume) equilibrated with buffer C
containing 1 M ammonium sulphate. The column was eluted with an ammo-
nium sulphate linear descending gradient of 1.0 to 0 M. Active fractions were
pooled, and ammonium sulphate was added to 0.8 M. After removing insoluble
material, the sample was applied to a phenyl–superose HR5/5 column and
eluted with buffer C. Active fractions were pooled, and Tween 20 was added to
0.02%. The sample was loaded onto a Superdex-200 HR10/30 gel filtration
column equilibrated with buffer D (buffer B containing 0.02% Tween 20). Each
active fraction was heated at 90 8C for 15 min, and the precipitates were
removed by centrifugation at 100,000g for 30 min.

To purify CAD, lymph nodes (,70.4 g) were prepared from MRL-lpr mice
(4–6 months old; from SLC), and suspended in 244 ml of extraction buffer
(12.5 mM PIPES-NaOH, 7.5 mM HEPES-KOH, pH 7.0, 12.5 mM KCl,
37.5 mM NaCl, 2 mM MgCl2, 5 mM EGTA, 1 mM DTT, 5 mM cytochalasin
B, 1 mM PMSF, 1 mg ml−1 leupeptin, 1 mg ml−1 pepstatin A, and 30 mM b-
glycerophosphate). Cells were disrupted by three cycles of freezing and
thawing, and spun at 100,000g for 2 h. The S-100 fraction was incubated at 4 8C
for 30 min with 0.1 mM of bio-DEVD-cmk (Peptide Institute) to inactivate
caspase 3. The sample was fractionated with ammonium sulphate at 25 to 50%
saturation, dialysed against buffer E (10 mM Tris-HCl, pH 8.9, 50 mM NaCl,
20% (v/v) glycerol, 1 mM DTT, 0.1 mM APMSF, 0.15% CHAPS), and applied
to a 20 ml HiTrap heparin column. After washing with buffer E containing
150 mM NaCl, proteins were eluted with buffer E containing 500 mM NaCl,
and passed through a PD-10 column equilibrated with buffer E. The sample
was loaded onto a 6 ml resource-Q column equilibrated with buffer E, and the
retained proteins were eluted with a linear 150 to 400 mM NaCl gradient. Active
fractions were pooled and passed through a PD-10 column equilibrated with
buffer F (20 mM HEPES-KOH, pH 7.0, 20% (v/v) glycerol, 0.1 mM APMSF,
1 mM DTTand 0.15% CHAPS). The sample was loaded onto a 1 ml resource-S
column and the retained proteins were eluted with a 15-ml linear NaCl gradient
from 0 to 500 mM. Active fractions were pooled and passed through a PD-10
column equilibrated with buffer G (10 mM HEPES-KOH, pH 7.0, 50 mM
NaCl, 20% (v/v) glycerol, 40 mM b-glycerophosphate, 2 mM EGTA, 0.1 mM
APMSF, 1 mM DTT, 0.02% Tween 20). The sample was incubated at 4 8C
overnight with 2.6 mg caspase 3, then caspase 3 was inactivated by incubating at
4 8C for 30 min with 5 mM bio-DEVD-cmk. GST–DFF45 affinity beads (25 ml
bed volume) were added to the mixture, which was rocked at 4 8C for 2 h. After
washing with buffer G, beads were suspended in 50 ml buffer G. Caspase 3
(2 mg) and thrombin (6 mg) were added to the suspension and incubated at
room temperature overnight and at 37 8C for 1 h. Beads were removed by
centrifugation; proteins released from the beads were collected.
Peptide sequence analysis. The sample was electrophoresed on a 10–20%
gradient polyacrylamide gel and blotted onto a polyvinylidine difluoride
membrane (Problot, Applied Biosystems). After staining with ponceau S, the
immobilized protein (,10 pmol for ICAD, 2–4 pmol for CAD) was reduced, S-
carboxymethylated, and digested in situ with Acromobacter protease I (ICAD)41

or with Acromobacter protease I and Asp-N (for CAD)42. Peptides released from
the membrane were fractionated by reverse-phase high-performance liquid
chromatography with a Wakosil-II AR C18 300A column (Wako Pure Chemi-
cal), and sequenced using a protein sequencer (model PPSQ-23, Shimadzu).
Cloning of mouse CAD and ICAD cDNAs. A cDNA library of mouse WR19L
cells was constructed (M. Tanaka and S.N., unpublished results). To isolate
mouse ICAD cDNA, two oligonucleotides (59-GATTCCGATGGAGGGAC-39
and 59-GATAAACTCAGCTCTGG-39) were designed from EST clone 615712,
which encodes one of the peptide sequences of purified ICAD (Fig. 3). A cDNA
(476 bp) was amplified by PCR from a WR19L cDNA library, labelled with 32P
and used as a probe to screen the WR19L cDNA library. Screening of 2 3 105

clones by colony hybridization yielded 8 positive clones. Of these, 2 clones
carried ICAD-L and 2 clones carried ICAD-S cDNA. Mouse CAD cDNA was
cloned from the cDNA library by PCR using the following degenerate primers,
whose design was based on the amino-acid sequence of purified mouse
CAD: the sense primer was 59-AA(A/G)TT(C/T)GGIGTIGCIGC-39; the
antisense primer was 59-TGI(C/G)(A/T)IAC(A/G)TG(A/G)TGIA(A/G)IA(A/
G)(A/G)TC-39 (I, inosine). A PCR product (332 bp) was used as a probe to

articles

NATURE | VOL 391 | 1 JANUARY 1998 49

Figure 8 A model for the function of CAD and ICAD in apoptosis. When CAD

protein is synthesized, ICAD may bind to the nascent chain of CAD to allow its

correct folding. ICAD remains complexedwith CAD to inhibit the DNase activity of

CAD and to mask its nuclear-localization signal to keep CAD in the cytoplasm.

When apoptotic stimuli activate caspases, ICAD is cleaved and, once released,

CAD can enter the nucleus where it degrades chromosomal DNA.
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screen the WR19L cDNA library by colony hybridization. Eight positive clones
were obtained out of 1 3 106 clones. Of these, 4 clones carried the full-length
coding sequence of mouse CAD. DNA sequencing was done on AlfFred
(Pharmacia) or PRIZM 310 (Applied Biosystems) sequencers.
Transfection of COS cells, and in vitro transcription and translation.

Plasmid pEF-ICAD-L is a mammalian expression vector of mouse ICAD-L,
described in the accompanying Letter25. Monkey COS7 cells were transfected
with plasmid DNA by electroporation as described43. After culturing at 37 8C
for 48 h, cells were suspended in 0.1 ml buffer G, disrupted by repeated freezing
and thawing, and spun to remove cell debris and nuclei. To express CAD in a
cell-free system, mouse CAD cDNA was placed under the T7 promoter of the
pcDNAI/Amp vector (Invitrogen), and designated pcDNA-CAD. Coupled
transcription and translation of CAD was carried out using a TNT in vitro
transcription/translation kit (Promega) according to the manufacturer’s
instructions. pcDNA-CAD DNA (1 mg) was incubated at 30 8C for 2 h with
40 ml TNT reagents and 40 mCi 35S-methionine (Amersham) in the presence of
160 ng GST-ICAD-L fusion protein. To immunoprecipitate the ICAD-L/CAD
complex, the reaction mixture was diluted to 0.5 ml with buffer G, and 10 ml
of anti-flag M2 affinity beads (Kodak; 3 mg IgG per ml of beads) was added.
After incubation at 4 8C for 2 h, beads were recovered by centrifugation and
suspended in buffer G.
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the order parameter may allow locally stable phase differences of p
to exist across a weak link between two containers of superfluid 3He.
The depth of the observed energy well at Df ¼ p indicates the
existence of a strong term in the I(Df) function which is propor-
tional to sin(2Df). The microscopic reason for the existence of this
term is so far unknown, and potential explanations in terms of local
textures near the apertures, trapped circulation, and internal
degrees of freedom of the superfluid will provide fruitful ground
for further research.
Note added in proof : It has recently been pointed out19 that there is a
theoretical prediction of a second branch of I(Df) at Df ¼ p in
superfluid 3He, when the n-vector fields are antiparallel on opposite
sides of the weak link. M
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A varying refractive index across a wavefront leads to a change in
the direction of propagation of the wave1,2. This provides the basis
for phase-contrast imaging of transparent or weakly absorbing
materials with highly coherent X-ray beams3,4. Lattice distortions
can also change the direction of propagation of a wave field

diffracted from a crystal. Here we report the use of this principle
to effect phase-contrast imaging of the domain structure of a
ferroelectric material, lithium niobate. A periodically domain-
inverted structure for quasi-phase-matching of second-harmonic
generation is created in this material, in which the direction of
spontaneous polarization is sequentially inverted. Because of
complex interactions during domain-inversion processing, this
is accompanied by lattice distortions across the domain walls.
These distortions split the diffracted wavefront of a beam of
coherent X-rays from an advanced synchrotron source, giving
rise to a pattern of interference that reflects the underlying
pattern of lattice distortions. These results show that this phase-
contrast imaging technique with sub-micrometre spatial resolu-
tion permits the non-destructive, highly sensitive phase-mapping
of various structural defects and distortions introduced into
materials during processing.

Interference and phase-contrast imaging at optical wavelengths
can be conveniently realized by using optical lenses1. But this is not
the case for hard X-ray wavelengths because the refractive index for
X-rays differs from unity by only 10−5 to 10−6. Therefore, methods
which are free of lenses have been used for X-ray phase-contrast
imaging such as the Bonse–Hart interferometer5 that splits and
subsequently recombines coherently-related X-ray beams to gen-
erate interference patterns. However, the stringent experimental
conditions required with a conventional X-ray source have limited
the applications of the phase-contrast imaging technique in research
in condensed-matter physics, materials and biological sciences. This
technique has recently aroused much interest because the high
degree of coherence of intense X-ray beams provided by the
European Synchrotron Radiation Facility (Grenoble) has made
phase-contrast imaging possible in a convenient manner4,6,7.

We have explored the possibility of phase-contrast imaging of
periodic domain inversion in ferroelectric nonlinear optical mate-
rials. Periodic domain inversion refers to the deliberate introduc-
tion of a periodic array of domains of alternating structural polarity
into a polar crystal, displacing the cations and anions of the
structure by applying an external electric field such that the resulting
spontaneous polarization is reversed with respect to the original.
This generates a spatially periodic modulation of the nonlinear
coefficient along the direction of wave propagation that enables
quasi-phase-matching of any frequency-doubling interaction
within the transparency range of the crystal according to the
choice of the period of modulation8. Lattice distortions occur
during domain-inversion processing because of complex interac-
tions between the physical effects taking place, for example, the
converse piezoelectric and/or pyroelectric effects, and the dynamic
process of domain inversion9–11.

The crystal used for our studies is LiNbO3. A domain-inverted
structure of period 30 mm was fabricated in a LiNbO3 sample with a
thickness of 200 mm via electric-field poling. A synchrotron-radia-
tion X-ray experiment was performed at the ESRF optics beamline
(BL10/D5) which is on a bending magnet. The experimental
configuration is schematically shown in Fig. 1.

Sets of synchrotron X-ray images of the 0 0 6 symmetric reflection
are shown in Fig. 2a–e. Periodic-contrast lines appear with alter-
nating spacings of 22 and 8 mm in Fig. 2a which was taken with a
film positioned ,5 mm away from the sample. They are images of
the periodic inversion-domain walls. The vertical black-white lines
or dots are images of segments or outcrops of dislocations. As the
film-to-sample distance increases, the intensity variations become
stronger, as shown in Fig. 2b–e. Furthermore, extra fringes appear
in the domain-inverted regions of Fig. 2b–e compared with those of
Fig. 2a. Clearly, the intensity variations observed above cannot be
explained simply by a diffraction imaging or topographic effect.
Instead, they mainly arise from interference, that is, the fringe
patterns observed in Fig. 2b–e arise from phase contrast. As shown
in Fig. 2a and e, the interference fringes run parallel to the domain
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walls, but appear in the domain-inverted regions only. No inter-
ference fringes have been observed outside the treated regions
except in the areas close to the border between the treated and
untreated blocks. This indicates that the interference fringes are
directly related to the presence of domain-inversion.

Figure 3a, b show the rocking curves of the 0 0 6 and 0 0 12
reflections obtained using a Philips high-resolution Materials
Research Diffractometer12 in Warwick University. The measure-
ments clearly indicate that the 0 0 6 rocking curve has been broad-
ened significantly by domain-inversion processing, whereas the full-
width at half-maximum (FWHM) of the 0 0 12 reflection has not
been much changed. Furthermore, the experimental FWHM of the
0 0 12 reflection is much narrower than that of the 0 0 6 reflection in
the domain-inverted regions. This is contrary to the result obtained
in the untreated region where the experimental FWHM of the 0 0 12
reflection is 1.7 times that of 0 0 6 because of the strong broadening
effect of the instrument function on the high Bragg-angle
reflection10. A further measurement via mapping is shown in

Fig. 3c and d, which shows two peaks overlapped along the q-
scan direction in the 0 0 6 diffraction map in contrast to one single
peak in the 0 0 12 diffraction map. We note that the 0 0 6 symmetric
reflection is much more sensitive to surface strains than the 0 0 12
reflection because of the diffraction geometry and lower penetration
depth for the former reflection10. Then, it is clear that the abnormal
broadening of the 0 0 6 rocking curve results from the component of
lattice tilts dq with respect to the goniometer axis in the top few
micrometres of the surface between the inverted domains and
original lattices.

It is the lattice tilting that is responsible for the spatial splitting
and recombination of the coherently-related beams diffracted from
the different parts for yielding phase contrast. This is analogous to
the case of ‘division of wavefront’ (ref. 1) in optics where a
monochromatic beam is divided by passage through a system
such as apertures placed side by side. In our synchrotron experi-
ment, the incident beam approximates to a linearly polarized
monochromatic plane wave, and the LiNbO3 sample should be

Figure 1 Schematic drawing of the experimental configuration for taking X-ray

phase-contrast images. A wavelength of 0.1 nm is selected by a perfect double-

crystal Si (111) monochromator. The sample is set such that the domain walls are

parallel to the plane of incidence of the X-ray beam. The vertical divergence of the

incident synchrotron beam determined by the intrinsic width of the Si (111)

reflection is ,2 3 102 5 rad. The wavelength dispersion, Dl/l, of the output beam

from the monochromator was ,10−4, where l is the X-ray wavelength and Dl is

the distribution of wavelengths. This resulted in a longitudinal coherence length,

d2/2Dl, of about 0.5 mm. The sample-to-source distance, R, was 40m, the source

size, d, was ,100 mm, the transverse coherence length, lR/2d, was thus ,20 mm

for the wavelength of 0.1 nm. Kodak high-resolution films were used to record the

X-ray images.

Figure 2 High-resolution phase-contrast images of a

periodically domain-inverted LiNbO3 crystal taken using

the symmetric Bragg 0 0 6 reflection, 2vB ¼ 258. The film-

to-sample distances are 0.005m (a), 0.1m (b), 0.2m (c),

0.2m (d) and 0.5m (e). The periodic black-white contrast

with a periodicity of 30 mm shown in a corresponds to the

inversion-domain walls. The image in a is mainly of a

conventional X-ray topographic nature, whereas inten-

sity variations produced by interference are dominant in

b–e where the interference occurs in periodically

domain-inverted regions. Magnification in a, b, c and e

is the same; d is an enlargement of a region in c, rotated

anticlockwise by 908.
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treated as semi-infinitely thick considering the short extinction
distance of 4.4 mm for reflection 0 0 6 with wavelength 0.1 nm.
Therefore, there would be only one tie point or wave point (say,
T2) excited on the dispersion surface13–15 (Fig. 4a) and no inter-
ference would happen, unlike the Laue case if the sample was a
perfect single crystal. However, because of the tilts of the lattice
planes, the coherently-related beams diffracted essentially from two
different misorientated parts are split inside the crystal, then
recombined outside the crystal, which gives rise to interference.
That is, a pair of tie points belonging to the same branch of the
dispersion surface (say, T2 and T29) are excited (Fig. 4b); these two
tie points are directly related to the two misorientated parts tilted by
an angle of Dq about the horizontal axis (although we discuss here
the case of two split diffracted beams, this does not lead to a loss of
generality). As the tie points T2 and T29 are excited, the amplitudes at
the sample surface, Z ¼ 0, are given by

Di
o ¼ Do2

þ Do29
ð1Þ

De
g ¼ Dg2

þ Dg29
ð2Þ

where Di
o and De

g are the vector amplitudes of the outside incident
and diffracted waves, respectively, and the subscripts 2 and 29

represent the tie points T2 and T29. The outside diffracted waves
from equation (2) can be written

De
g ¼ Dg2

exp 2pi vt 2 Kg2
⋅r

ÿ �� �
þ Dg29

exp 2pi vt 2 Kg29
⋅r

ÿ �� �
ð3Þ

where Kg2
and Kg29

are the outside wavevectors of the diffracted
waves excited for the tie points T2 and T29. These two wavevectors
make a small angle of Df (Df ¼ Dq), and are different in magni-
tude by jKg29

2 Kg2
j which determines the periodicity of interference

fringes. The total diffracted intensity is

I ¼ D2
g2

1 þ R2 þ 2R cos2p Kg29
2 Kg2

ÿ �
⋅r

� �
ð4Þ

where R ¼ Dg2
=Dg29

, the ratio of the amplitudes of the diffracted
waves of tie points T2 to T29.

The intensity given by equation (4) contains the phase factor,
ðKg29

2 Kg2
Þ⋅r, and is modulated with a spatial periodicity

jKg29
2 Kg2

j2 1. The phase factor is independent of the choice of
origin; the resultant pattern of interference actually represents a
phase map of the periodically domain-inverted structure. The
quantity jKg29

2 Kg2
j2 1 is equal to l/Df, where l is the wavelength

in vacuum (we note that the interference effect takes place outside

Figure 3 High-resolution diffraction patterns and diffraction-space maps. a and b

show a comparison between the 0 0 6 and 0 012 rocking curves from the

untreated region and those from the domain-inverted region. The FWHM of the

0 0 6 reflection is larger than that of the 0 012 reflection measured from the

domain-inverted region, which is contrary to the measurements obtained from

the untreated region. c and d are the 0 0 6 and 0 012 diffraction-space maps

measured from the same domain-inverted region as that for the above rocking

curves, which shows that lattice tilting near the surface is responsible for the

broadening of the 0 0 6 rocking curve. We note that the intensity distribution is

much wider along the q than q/2v scan directions in the 0 0 6 diffraction-space

map because of the overlapping of the two peaks. The sample is orientated so

that the domain walls are perpendicular to the plane of incidence of the X-ray

beam.
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the crystal). Therefore, the periodicity of interference fringes is
inversely proportional to the degree of lattice tilting, which is similar
to the formation of Moiré fringes5,16–18. The tilts of the lattice planes
vary with depth, from a few to 10 arcsec. The fringe patterns
obtained at different sample-to-film distances arise from inter-
ference of different parts of the divergent cones defining the
coherently-related beams. These different parts of the beams make
different angles with each other, for example, ,5 3 10 2 5, 3 3 10 2 5

and 2 3 10 2 5 rad in Fig. 2b, c, d, respectively. Clearly, it is impossible
for the Kg2

and Kg29
wavefronts with an angle of the order of 10−5 rad

to overlap inside the crystal or at the sample surface. These two
diffracted wavefronts with a lateral displacement within the
transverse coherence length of, say, 5–10 mm, overlap at a distance
of 10–100 mm from the sample, which yields interference. The
phase-contrast nature of X-ray images would disappear if the
detector-to-sample distance were not sufficiently large to ensure
the overlap of the two coherently-related beams. The visibility of
interference fringes, defined by V ¼ ðImax 2 IminÞ=ðImax þ IminÞ, is
equal to 2R=ð1 þ R2Þ, where Imax ¼ Dg2

ð1 þ R2 þ 2RÞ and Imin ¼
Dg2

ð1 þ R2 2 2RÞ. The closer to the value of unity the ratio of the

amplitudes Dg2
/Dg29

, the larger V is and the clearer the fringes are. As
Dg2

=Dg29
¼ 1, Imax ¼ 4D2

g2
, Imin ¼ 0, the visibility of the fringes

reaches 100%. Because of constructive and destructive interference
the black and white contrast in Fig. 2b–d is very striking compared
with the diffraction-dominant contrast in Fig. 2a. As expected from
equation (4), the fringes run parallel to the horizontal direction. The
fringe patterns revealed represent the lattice deformations in the
domain-inverted regions. It appears that the strongest contrast
occurs at the domain walls where the lattice deformation, and
therefore the phase gradient, is different from the other regions.
The interference fringes bend wherever both a tilt and a strain are
present. The vertical white and black contrasts in Fig. 2a, b, c, e are
the images of dislocations in which the horizontal fringes have been
modified or even disrupted because of the presence of strong strain
fields.

The exploitation of phase-contrast imaging using highly coherent
X-ray beams provided by advanced synchrotron radiation sources
opens up many possibilities for future research in materials science,
condensed-matter physics and biological science. The present
method uses the beams diffracted from the sample in either Bragg
or Laue geometry for phase-contrast imaging, which differs from
the Bonse–Hart interferometer-based technique5,19,20 and the trans-
mission-beam-based methods3,4 and, therefore, allows non-destruc-
tive phase mapping of both highly and weakly absorbing single
crystals. Because of the high sensitivity to deformation intrinsic to
this method, it can be effectively used for the investigation of defects
and microstructure in extensive bulk and thin-film materials such as
used in optoelectronics and/or photonics. Use of the phase infor-
mation obtained from imaging is expected to advance our under-
standing of the various post-growth modifications which have been
extensively used in the fabrication of novel devices.
Note added in proof : It has recently come to our attention that there
is another physical interpretation of the phase-contrast images
shown here by P. Cloetens, P. Rejmankova and J. Baruchel (personal
communication) which supposes a different physical origin for the
phase jumps occurring at the domain walls and does not invoke
lattice distortions. M
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Figure4Dispersionsurface showing the tie points of wavefields in the symmetric

Bragg case. a, Two-dimensional drawing of the dispersion surface in the normal

case. The tie points, T1 and T2 on dispersion surface (hyperbola) are determined

by the entrance point P and the crystal surface normal n. Only the tie point T2,

which has its Poynting vector pointing into the crystal, is excited for a semi-

infinitely thick crystal. b, ‘Three-dimensional’ drawing of a segment of the

dispersion surface to show the division of the wavefields by the lattice tilting

between two parts of a crystal. Becauseof lattice tilting, the crystal surface normal

is split into n and n9, which leads to the excitation of two wave points, T2 and T29.

Interference would take place between the wavefield of wavevector Kg2
and that

of wavevector Kg29
. Note that the wave points, T2 and T29, have their Poynting

vectors pointing into the crystal.
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