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Closing the loop 
in minimally supervised 
human–robot interaction: 
formative and summative feedback
Mayumi Mohan 1*, Cara M. Nunez 1,2 & Katherine J. Kuchenbecker 1*

Human instructors fluidly communicate with hand gestures, head and body movements, and facial 
expressions, but robots rarely leverage these complementary cues. A minimally supervised social 
robot with such skills could help people exercise and learn new activities. Thus, we investigated 
how nonverbal feedback from a humanoid robot affects human behavior. Inspired by the education 
literature, we evaluated formative feedback (real-time corrections) and summative feedback (post-
task scores) for three distinct tasks: positioning in the room, mimicking the robot’s arm pose, and 
contacting the robot’s hands. Twenty-eight adults completed seventy-five 30-s-long trials with no 
explicit instructions or experimenter help. Motion-capture data analysis shows that both formative 
and summative feedback from the robot significantly aided user performance. Additionally, formative 
feedback improved task understanding. These results show the power of nonverbal cues based on 
human movement and the utility of viewing feedback through formative and summative lenses.

Gesture-based communication is as essential as its verbal counterpart for in-person human–human  interaction1. 
For exercise and other motor-learning tasks, physical demonstrations and gestures become an even more impor-
tant part of the exchange. Nonverbal communication is a critical component of interaction that assists with 
 understanding2 and can sometimes overcome language  barriers3. Thus, we believe that nonverbal robot behavior 
has the potential not only to influence user perception of a robot, but also to elicit behavioral responses and 
improve task  performance4. Although there is extensive research on the detection of user  gestures5, robot-
generated gestures are only rarely studied in human–robot interaction (HRI) and are frequently combined with 
 speech6. In particular, gesture-based interactions have mainly been studied for story-telling  robots7,8, social 
 interactions9,10, and educational activities for  children11. However, nonverbal cues have not yet been thoroughly 
investigated for helping autonomous robots guide humans to perform physical tasks. This topic is especially 
timely given the rapid recent improvements in vision-based perception of  humans12,13 and the increasing deploy-
ment of robots in everyday  settings14,15.

Our interest centers on robotic exercise coaches that can be used in community rehabilitation settings. Regular 
physical activity is essential for maintaining  wellness16,17. Exercise not only reduces the risk of developing chronic 
 conditions18 but can also decrease  stress16 and improve cardiovascular  health19. Socially assistive  robots20 are 
gaining recognition as robotic coaches that can motivate users to  exercise21. Several cross-sectional studies have 
also found that people enjoy interacting with robotic exercise  companions22–25. Such robots could help alleviate 
caregiver staff  shortages26–28 by reducing healthcare workload and ensuring worker safety during  pandemics29,30. 
These scenarios highlight the need for standalone robotic systems that can effectively coach human users in 
exercise, physical therapy, and other movement-based activities without close supervision by human experts.

Current research into minimally supervised systems for health-related HRI has primarily focused on home-
based therapy for stroke  rehabilitation31–37. Most of these systems are geared toward upper-limb rehabilita-
tion and are based on  joysticks32,  orthoses34,36, or  exoskeletons33,35, but researchers have also explored home-
based lower-limb  rehabilitation37. Some of these robotic rehabilitation systems can be used without caregiver 
 supervision32,34,36,37, whereas the more sophisticated systems that enable multi-joint therapy require expert 
 support33.
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Social robots interact with users as independent social agents, not as mere devices. Here, the explicit idea 
of minimally supervised interaction is gaining popularity as the focus shifts to robots that can help users in 
everyday settings. Specifically, in-home socially assistive robots for children with  autism38–40, in-home reading 
 companions41, and care robots for older  adults42 both at home and within care  facilities43 have been extensively 
studied. Minimally supervised in-the-wild robot deployments have also been explored within  schools44 and 
 museums45,46 and as  comedians47 and tour  guides48. However, these existing socially assistive robots with minimal 
supervision have predominantly explored  verbal23,38,39,43,49–51 and affective  interactions39,40,44, with gesture-based 
exercise interactions restricted to closely supervised  settings23,24.

This paper showcases the potential of nonverbal gesture-based feedback for autonomous social robots by 
making two major contributions. First, we provide an education-based paradigm for roboticists to consider 
when designing nonverbal feedback for minimally supervised HRI. Second, we show how to quantitatively 
analyze the effectiveness of nonverbal robot feedback. Existing research in gesture-based interaction has heavily 
focused on qualitative research methods such as  surveys7,8,11 and thematic  analysis11,52, which are time intensive 
and disconnected from the user’s physical performance of the task. We believe movement-based interactions 
such as exercising should primarily be evaluated via quantitative metrics that can also be used to strengthen 
and adapt robot  feedback53.

To craft impactful feedback for minimally supervised contexts, we drew inspiration from the wealth of insights 
by education  researchers54,55. Educators adeptly employ two common types of assessments, formative and sum-
mative, across diverse domains, such as language  learning56, accounting  courses57, and online  classrooms58, 
demonstrating the versatility of these strategies in fostering student learning. Furthermore, these assessments 
help both  children59 and  adults60. Formative assessment is performed during a course of instruction; it is meant 
to help identify the student’s strengths and weaknesses and also improve autonomy, responsible learning, and 
self-evaluation  skills55,61. Additionally, formative feedback supports educators by helping them devise subsequent 
instruction  strategies55. On the other hand, an assessment that is administered at the end of a unit of instruction 
and categorizes student  performance55,61 is called summative assessment.

Deriving from these ideas, we propose that nonverbal robot feedback about human activities should be 
divided into two types based on formative and summative assessments. Thus, we define the following two 
feedback strategies for a socially assistive robot: Formative feedback is provided during the interaction and aims 
to improve the user’s competence at the task, and summative feedback gives the user an overall assessment of 
their performance at the end of a particular task. We are also guided by educational principles in designing our 
feedback, incorporating concepts such as dual-coding  theory62: information is more likely to be remembered 
when presented with both verbal and nonverbal symbolism. Our robot, thus, employs a range of multimodal 
techniques, including auditory cues, facial expressions, and gestures. To evaluate the two proposed feedback 
types, we draw the following hypotheses from education and extend them to the domain of minimally supervised 
nonverbal human–robot interaction.

H1 Formative and summative feedback independently improve user  performance54,63.

H2 Formative feedback promotes user understanding of the  task54,55.

Experimental support for these hypotheses, as provided by our rigorous user study, indicates that social robots 
can better support humans in performing physical exercise by providing nonverbal performance feedback both 
during and after each activity. Though more complex to implement, formative feedback is particularly powerful 
at facilitating successful interactions because it improves user understanding. Given their impact in this mini-
mally supervised exercise scenario, these types of robot behaviors combining real-time human observation with 
gestural communication would likely also benefit autonomous robots working with people in other challenging 
settings.

Results
We examined our hypotheses quantitatively, evaluating the dynamic and unstructured behavior of naive users 
in response to formative and summative feedback delivered by a robot during minimally supervised activity 
sessions. The study took place in our Robot Interaction  Studio64, a room containing an upper-body humanoid 
robot  (Baxter65) and a camera-based markerless motion-capture system (Captury  Live66) that tracks the user’s 
pose in real time. The robot’s behavior was carefully designed to convey the task cues and both types of feedback 
clearly and consistently via iterative pilot testing.

We conducted a mixed-design study that had two between-subjects factors (formative and summative feed-
back, each with two levels) and one within-subject factor (cue type with three levels). The study included 28 
participants with 7 participants in each group. Each study participant tried to interpret the same three gesture-
based robot cues under one of four feedback configurations: no feedback (fs), only formative feedback (Fs), 
only summative feedback (fS), or both types of feedback (FS). Participants were told to do their best to interpret 
the robot’s cues to perform the tasks; the experimenter never explained any aspect of the robot’s behavior and 
answered no questions. Figure 1 shows the three gesture-based cue types experienced by all participants, their 
five variants, their associated types of formative feedback, and how summative feedback was conveyed across 
tasks. For all five variants of the three cue types (Fig. 1A), the robot gestures to try to make the user perform 
a specific task that is never verbally explained. For the location cue, the participant is supposed to go to the 
indicated location and stand there for the entire trial. For the pose cue, the participant should mimic and hold 
the robot’s arm posture. Finally, for the contact cue, the participant should constantly touch the robot’s offered 
hand(s). Participants experienced 25 30-s-long trials of each type of cue, always presented in the repeating order 
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location cue, pose cue, and contact cue for a total of 75 trials. The Supplementary Videos show one sample robot 
instruction for each cue type (Video SV1) and six sample trials for a participant in the FS condition (Video SV2).

Figure 2 shows how the robot behaved over time during the study, highlighting three successive trials from 
one participant with plots of their error over time and sample video frames. The markerless motion-capture 
system provided full-body tracking of the user as they interacted with the  robot64. These real-time measurements 
were used to drive the formative feedback provided by the robot during trials for Fs and FS participants (Fig. 1B). 
In these conditions, the robot provided additional assistance via facial expressions and arm gestures during each 
30-s trial to help the user identify the solution. The formative feedback does not explicitly provide the solution to 
the user; rather, it nudges them toward it. Even if a participant discovers an action results in positive formative 
feedback, they must figure out which aspect of that action is essential and that they need to continue doing it. 
The motion-capture data was also used to calculate the score achieved in each trial by counting the amount of 
time the user performed the desired task with less than a specified error threshold; the robot presented a binned 
version of this summative score to participants in the fS and FS groups after each trial (Fig. 1C). Participant 
heart rate (Fig. S8) and facial expression were collected throughout the study, and an extensive questionnaire 
was completed at the end (Supplementary Materials Sect. 2). The “Materials and methods” section provide a 
detailed explanation of the study and cue design. The results were evaluated in terms of participant performance, 
cue comprehension, and activity.
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Figure 1.  (A) The three cue categories (location, pose, and contact), which each had five variants. (B) The 
formative feedback adopted by the robot for each cue type. The robot performs the gesture associated with 
the cue and makes an expression to show that it is waiting for the user (left). After several seconds of the user 
not doing the desired action, the robot displays a disappointed smirk and performs the corrective gesture 
of formative feedback (middle), which is customized for each cue. Conversely, the robot shows a happy face 
while the user executes the task correctly (right). If the user stops doing the desired action, the robot shows 
the waiting face again and will make periodic corrective gestures until the user corrects their action or the 
trial ends. The location cue (top row) is modeled after pointing gestures. The robot points to a location on 
the ground within the Robot Interaction Studio for the user to move to. For formative feedback, the robot 
points to the user’s current incorrect location and then to the desired location. The five variants of the pose cue 
(second row) show the symmetric arm pose the user should imitate. For formative feedback, the robot shows an 
intermediate arm pose between the desired pose and a neutral pose based on the magnitude of the user’s current 
pose error. Finally, for the contact cue (third row), the robot signals for contact by holding up one or two of its 
hands similar to a high five. For formative feedback, the robot wiggles its forearm (elbow joint) for a duration 
proportional to the current distance from the user’s hands to the robot’s offered hand(s). (C) The way in which 
the robot conveyed summative feedback at the end of each trial, including presentation of a red, yellow, or green 
face with an animated facial expression and a matching auditory cue.
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Participant performance
The main outcome measure is the score the user earned in each trial, calculated as the duration of time 
they performed the desired action with an error less than the defined threshold. A three-way non-para-
metric Aligned Rank Transform (ART)  ANOVA68 was performed to evaluate the effects of formative feed-
back, summative feedback, and cue type on the user’s average score (Fig. 3), which could range from 0 to 
30  s. Importantly, the main effects of formative feedback (F(1, 24) = 10, p = 0.0036, η2p = 0.30) , summa-
tive feedback (F(1, 24) = 7.4, p = 0.012, η2p = 0.24) , and cue type (F(2, 48) = 24, p = 6× 10−8, η2p = 0.50) 
were all significant. None of the interactions were significant, but there was a trending three-way interac-
tion between formative feedback, summative feedback, and cue type (F(2, 48) = 3.1, p = 0.052, η2p = 0.12) . 
Post-hoc analyses revealed that the presence of either formative feedback (t(24) = 3.2, p = 0.0036, d = 1) or 
summative feedback (t(24) = 2.7, p = 0.012, d = 0.94) significantly improved user performance. Further-
more, participants performed better in the pose cue (t(48) = 5, p = 2.4× 10−5, d = 1.3) and the contact cue 
(t(48) = 6.6, p = 7.7× 10−8, d = 1.8) than the location cue.

Figure 2.  (A) Sample timeline of three successive cues when both formative and summative feedback were 
provided (FS); the graphics above the timeline depict the robot facial  expressions67 and arm gestures. Three 
expressions are associated with each cue type. The first is the waiting face shown to participants in all four 
conditions; the robot displays this face while waiting for the participant to perform the task. The other two are 
tied to formative feedback: a positive facial expression shows while the user is doing the desired action, and a 
negative facial expression displays during each corrective gesture. At the end of each trial, the robot displays 
the summative feedback for several seconds before returning to its neutral pose. (B) User error over time for 
a sample trial of the location cue. The participant did not figure out this task and thus never achieved an error 
below the threshold (indicated with a dotted line), resulting in a final score of 0 s. The highlights in the line 
plot depict the seven instances of formative feedback. (C) Screenshots from one instance of formative feedback 
for the location cue. The user incorrectly attempts to hold the robot’s hand; the robot points to the user’s feet 
and then points to the correct location. (D) User error over time for a sample trial of the pose cue with only 
one instance of formative feedback. (E) Example formative feedback instance for the pose cue. The user starts 
out not performing the task. The robot provides formative feedback by moving its arms based on the error 
metric. The user then mimics the robot. (F) User error over time for a sample trial of the contact cue. The user 
repeatedly touches the robot’s hand and then moves their hand back, causing oscillations in the error signal. 
Formative feedback is provided only when the user has not performed the task correctly for at least 5 s, which 
occurs twice. (G) Example formative feedback for the contact cue. The user can be seen mimicking the robot. 
The robot then performs a hand wiggle as formative feedback, and the user touches the robot’s palm. All sample 
trials shown in this figure were taken from a participant who received both types of feedback. This participant 
provided informed consent to allow videos associated with this research to be shown publicly.

◂

Figure 3.  (A) Boxplots of mean participant score for each condition (no feedback (fs), only formative feedback 
(Fs), only summative feedback (fS), or both types of feedback (FS)) and cue types. Higher scores are better, 
and the maximum is 30 s; the background colors depict the three levels of summative feedback. Participants 
performed better when the robot provided either type of feedback. (B) Boxplots of mean participant scores 
separated by level of formative feedback. Formative feedback significantly increased participant scores. (C) 
Boxplots of mean participant scores separated by level of summative feedback. Summative feedback also 
significantly increased participant scores. (D) Boxplots of mean participant scores separated by cue type. 
Participants earned higher scores in the pose cue and the contact cue compared to the location cue. For all 
boxplots, the dots mark the data points (one per participant per cue), the central line shows the median, the box 
shows the lower and upper quartiles, and the whiskers show the range up to 1.5 times the interquartile range. 
Significance notation: *p < 0.05, **p < 0.01,  and ***p < 0.0001.
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We also examined participant performance over the course of the study via three additional metrics: mean 
time to first perform the desired action within a trial, first trial number to reach at least a middle (yellow) summa-
tive score, and first trial to reach a high (green) summative score (Supplementary Materials Sect. 11). Formative 
feedback significantly reduced the time users needed to begin performing the target action within a trial and 
the number of trials needed to obtain a high summative score. Though not significant, summative feedback also 
helped all three metrics. These results indicate that formative feedback in particular aided participant learning 
over time.

Participant cue comprehension
Another important outcome measure is how well the participants understood the three task cues. As shown in 
Fig. 4A, we used an integer scale from 0 to 3 to grade their post-study written explanations of what the robot wanted 
them to do for each cue type (Supplementary Materials Sect. 3). Interestingly, there were significant main effects 
of formative feedback (F(1, 24) = 4.81, p = 0.038, η2p = 0.17) and cue type (F(2, 48) = 6.8, p = 0.0025, η2p = 0.22) 
on the cue comprehension grade (Fig. 4B,D). In contrast, as shown in Fig. 4C, the main effect of summative 
feedback was not significant (F(1, 24) = 0.35, p = 0.56, η2p = 0.01) . The grade was significantly higher for par-
ticipants who received formative feedback (t(24) = 2.2, p = 0.038, d = 0.56) , and it was higher for the pose 
cue (t(48) = 3, p = 0.013, d = 0.8) and the contact cue (t(48) = 3.4, p = 0.0045, d = 0.9) in comparison to the 
location cue. Additional self-reported metrics related to cue understanding can be seen in the supplementary 
materials (Figs. S6, S7). Finally, the lack of explicit task instructions, the experimenter’s refusal to answer ques-
tions, and the resulting uncertainty about what to do tended to frustrate participants, as evidenced by their 
slightly more negative perception of robots after the study (Supplementary Materials Sect. 4). Feedback, how-
ever, positively affected the participants’ feelings of self-efficacy (Fig. S3D). Interestingly, although participants 
experienced negativity and frustration during the study, both formative and summative feedback enhanced their 
performance and understanding.

Participant activity
The effectiveness of formative and summative feedback can be understood by examining the actions participants 
performed as they tried to figure out the tasks cued by the robot in each feedback condition. As shown in Fig. 5 
and Supplementary Fig. S9, we evaluated their behavior in terms of the distance traveled within the room, the 
level of attention to the robot’s face, and the amount of time spent within the robot’s reachable workspace. Fur-
thermore, heatmap visualizations were created to show the cumulative spatial distribution of the user’s position 
in the room, their hand positions relative to their body, and their hand positions in the room across all trials 
of each of the five variants of the location cue (Fig. 6), the pose cue (Fig. 7), and the contact cue (Fig. 8). For 
these visualizations, the planar space under consideration was discretized into a grid, and the color shows the 
percentage of total trial time users spent in each grid cell. The resulting heatmaps provide a dense overview of 
what transpired during the study; for conciseness, we show all four feedback conditions for the heatmap type 
most relevant to each cue and only the condition with both formative and summative feedback (FS) for the other 
two heatmaps. The supplementary materials (Figs. S10–S12) show all three heatmap types for all four feedback 
conditions across all three task cues.

To test whether formative and/or summative feedback changed how users moved for each task, we quantita-
tively analyzed the heatmaps by calculating the Wasserstein  metric69 between each measured distribution and a 
normal distribution representing correct user behavior, which was centered on the target position and dispersed 
by the acceptable threshold. Heatmaps that are closer to the desired user behavior have a smaller Wasserstein 
metric.
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Figure 4.  (A) Grades of participant comprehension of each task cue based on structured grading of written 
explanations (seven participants in each feedback condition). (B) Grades separated by level of formative 
feedback (fourteen participants in each formative feedback level with responses for all three cue types). 
Formative feedback significantly improved understanding, with more participants scoring 2 or 3 points out 
of 3. (C) Grades separated by level of summative feedback (fourteen participants in each summative feedback 
level with responses for all three cue types). Summative feedback did not affect user understanding. (D) Grades 
separated by cue type (all 28 participants for each cue type). Participants understood the pose and contact cues 
better than the location cue. Significance notation: ⋆ p < 0.05 and ⋆ ⋆ p < 0.01.
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Location cue
The desired behavior was standing where the robot pointed. In general, the presence of formative feedback 
helped guide participants toward the correct position (Fig. 6A). Although this task was difficult for most par-
ticipants (low scores, high Wasserstein metrics), two resourceful individuals figured out most variants of this 
cue with only summative feedback. Participants would sometimes try mimicking the robot’s arm poses, as seen 
in the blue and purple heatmaps (Fig. 6B). They frequently walked to and grasped the robot’s pointing hand, 
as seen in the gray user-hand-position heatmap in Fig. 6C, which was similar to the desired action. Despite 
these visual trends, a two-way Aligned Rank Transform (ART)68 ANOVA evaluating the Wasserstein metric 
showed that neither type of feedback had a significant effect on how close users stood to the target location 
for this cue. A three-way ART ANOVA showed that the total distance travelled by the participant per trial 
(F(2, 48) = 5.4, p = 0.0076, η2p = 0.18) had a statistically significant two-way interaction between formative feed-
back and the type of cue (Fig. S9A); however, further analysis of this interaction did not reveal any significant 
simple effects at α = 0.05.

Pose cue
Participants typically mimicked the robot’s cues across all feedback conditions, as evident from the high concen-
tration of blue and purple near the desired hand positions in the heatmaps (Fig. 7B). A two-way ART ANOVA 
on the Wasserstein metric based on the heatmap data revealed a statistically significant main effect of formative 
feedback on the hand position (F(1, 16) = 22, p = 0.00023, η2p = 0.58) ; formative feedback significantly reduced 
the Wasserstein metric (t(16) = 4.7, p = 0.00023, d = 2.1) , indicating an improvement in replicating the robot’s 
movement. The overhead heatmaps show that participants tended to stand in the center of the room to perform 
the desired pose; accordingly, visual inspection of the pose cue data in Fig. S9A shows a statistically non-signif-
icant trend of formative feedback reducing the distance the user traveled (F(1, 26) = 5.4, p = 0.084, η2p = 0.17) . 
Interestingly, users looked at the robot’s face more often during the pose cue (Fig. S9B,C), as shown by a sig-
nificant effect of cue type on attention (F(2, 48) = 20, p = 5.1× 10−7, η2p = 0.45) with post-hoc analyses 
indicating that participants paid more attention to the robot for this cue in comparison to the contact cue 
(t(48) = 4.6, p = 9.7× 10−5, d = 1.2) and the location cue (t(48) = 6, p = 6.4× 10−7, d = 1.6) . There is also 
a statistically trending effect of formative feedback on attention (F(1, 24) = 3.78, p = 0.06, ηp = 0.14) . Visual 
inspection of these data hint that formative feedback may increase attention to the robot for the pose cue, though 
this trend did not reach significance.

Contact cue
The desired behavior for the contact cue was to touch the robot’s hands and maintain contact for the duration of 
the trial. Occasionally, participants incorrectly mimicked the robot’s pose for cues of this type. Many participants 
figured out this cue even without feedback. However, either type of feedback helped participants identify the cor-
rect behavior, as characterized by the top view of the hand positions (Fig. 8C), which shows darkly colored tiles 
overlapping with the correct hand positions. The two-way ART ANOVA on the Wasserstein metric showed a two-
way interaction between summative and formative feedback (F(1, 16) = 50, p = 2.6× 10−6, η2p = 0.76) . The pres-
ence of only formative (t(16) = 5, p = 0.00079, d = 1.6) , only summative (t(16) = 10, p = 1.6× 10−7, d = 3.2) , 
or combined feedback (t(16) = 15, p = 4.6× 10−10, d = 4.7) significantly improved the user’s ability to perform 
the task. Additionally, participant performance was better when only formative feedback was present when 
compared to pure summative feedback (t(16) = 5, p = 0.00079, d = 1.6) . The presence of both types of feedback 
led to a significantly better performance than providing only formative (t(16) = 10, p = 1.6× 10−7, d = 3.2) or 
only summative feedback (t(16) = 5, p = 0.00079, d = 1.6).

Participants largely figured out that they needed to enter the robot’s reachable workspace to cor-
rectly perform this cue (Fig. S9D,E). A three-way ART ANOVA on the time spent in the robot’s workspace 
showed that both formative feedback (F(2, 48) = 8.2, p = 0.00089, η2p = 0.25) and summative feedback 
(F(2, 48) = 5.3, p = 0.0086, η2p = 0.18) had significant two-way interactions with cue type. Post-hoc analyses 

Figure 5.  (A) Overhead view of a sample location cue trial from the condition with both formative and 
summative feedback (FS). The user walks around the room, leaving and entering the robot’s workspace and 
occasionally looking at the robot’s face. (B) Sample pose cue trial. The user stands in one position to perform the 
task. (C) Sample trial of contact cue. The user walks into the robot’s workspace to touch its hands.
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revealed that the simple main effect of summative feedback (F(1, 26) = 13, p = 0.0033, η2p = 0.34) was significant 
only for the contact cue, with further analysis indicating that the time spent in the workspace was significantly 
higher when summative feedback was present (t(26) = 3.7, p = 0.0011, d = 1.4) . Despite a statistically significant 
interaction between formative feedback and cue type (F(2, 48) = 8.2, p = 0.00089, η2p = 0.25) , post-hoc analyses 
did not reveal additional significant results.

Discussion
For robots to interact effectively outside laboratory environments, they must be able to communicate with and 
engage users with minimal supervision from human experts. The presented study shows how an autonomous 
exercise robot can use multimodal nonverbal cues to convey task instructions, correct user behavior in real time, 
and communicate overall assessments of performance. Since education researchers have repeatedly proven the 
merits of both formative and summative  assessments54,70, we tested these two kinds of feedback in a minimally 

Figure 6.  User activities across different feedback conditions of the location cue. (A) Heatmap visualizations 
of user position in the workspace of the Robot Interaction Studio. Across all conditions, users can be seen 
spending time at various locations around the room. When feedback is provided, the users tended to spend 
more time near the target position depicted by the black circle. (B) Heatmap visualizations of the front view of 
the user’s hands for the FS condition. Participants sometimes mimicked the robot’s arm pose, depicted by the 
black circles, and they usually kept their arms at their sides as they walked to and stood at the correct location. 
(C) Heatmap visualizations of the overhead view of the user’s closer hand in the horizontal plane for the FS 
condition. This heatmap resembles the FS condition of the user position heatmap because users often walked to 
the desired location. (D) Boxplot of the Wasserstein metric representing how much participant position in the 
room deviated from the correct location. (E) A sample location cue and the face associated with the cue seen by 
participants across all conditions.
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supervised setting where users had to try to figure out three types of task cues based only on the actions of the 
robot. The results resoundingly support our hypotheses, showing that these time-tested feedback mechanisms 
based on human behavior can enable seamless user interactions with autonomous robots; they also open several 
interesting discussion points for future work.

Formative assessments are ongoing evaluations that support learners in improving their performance and 
increasing their understanding of the  material54,63,71. As predicted by H1 and H2, the nonverbal formative actions 
our robot used to respond to user actions in real time helped in both of these ways: Formative feedback led to 
significantly higher average trial scores (Fig. 3B,H1) and significantly better post-study explanations of the tasks 
(Fig. 4B,H2). Formative assessments have been used within the classroom to improve both teaching strategies 
and student  learning59. Our results suggest that robotic coaches can similarly leverage the powerful paradigm 

Figure 7.  User activities across different feedback conditions of the pose cue. (A) Heatmap visualizations of 
user position in the workspace of the Robot Interaction Studio for the FS condition. Users tend to stand in front 
of the robot. (B) Heatmap visualizations of the front view of the user’s hand positions. In general, participants 
across all conditions figured out the desired behavior of mimicking the robot’s arm pose for this cue. However, 
their imitation of the pose was better when feedback was provided. (C) Heatmap visualizations of the overhead 
view of the user’s hand(s) in the horizontal plane for the condition where both types of feedback were provided. 
Since participants generally stood in front of the robot, and since all poses are symmetric, one can see both the 
left and right hands. (D) Boxplot of the Wasserstein metric representing how much participant hand positions 
deviated from the correct hand positions. The data presented here is the grand mean of the Wasserstein metric 
between actual and desired hand positions for both left and right hands. We look at the front view in this case, 
since the focus is on the arm pose. (E) Wasserstein metric separated by level of formative feedback. The presence 
of formative feedback had a positive impact on pose cue performance. Participants mimicked the robot more 
accurately when they had formative feedback to help correct their pose. (F) A sample pose cue and the face 
associated with the cue seen by participants across all conditions.
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of formative assessment; providing formative feedback that responds to what the user is currently doing pro-
vides highly useful granular information about correct and incorrect actions. Achieving the performance and 
understanding benefits of formative feedback requires a robotic system that measures user activity in real time 
and rapidly outputs corrective feedback when errors are detected. Effective formative feedback lies at the core of 
providing personalized support, facilitating skill development, and promoting user engagement.

Summative feedback, on the other hand, has repeatedly been shown to aid learner  performance56,71 but is 
not thought to aid comprehension. Indeed, as predicted by H1, the summative feedback provided by our robot 
significantly increased average trial scores (Fig. 3C); it had no impact on the participants’ ability to describe the 
tasks (Fig. 4C). These findings match well with existing education literature that states that summative feedback 

Figure 8.  User activities across different feedback conditions of the contact cue. (A) Heatmap visualizations 
of user position in the room for the FS condition. Participants generally stood directly in front of the robot to 
perform this task. (B) Heatmap visualization of the front view of the user’s hands relative to their body for the 
FS condition. From this angle, it appears as though the user is mimicking the robot’s pose since they often hold 
their arms similarly to touch the robot’s hand(s). (C) Heatmap visualizations of an overhead view of the user’s 
hand(s) for all conditions. The first four rows show the position of the user hand that was closest to the robot’s 
offered end-effector; both robot hands were presented in the fifth variant of this cue, so that row depicts both 
hands of the user. This task cue was the easiest of all cues. Almost all participants figured out the solution to this 
cue when feedback was provided: they entered the robot’s workspace and touched the robot’s offered hand(s). 
(D) Boxplot of the Wasserstein metric representing how much participant hand positions in the room deviated 
from the correct hand positions. There was a significant interaction between formative and summative feedback. 
All feedback conditions were significantly different from the fs condition. The FS condition was significantly 
better than all other conditions, and only formative feedback (Fs) was better than only summative feedback (fS). 
(E) A sample contact cue and the face associated with the cue seen by participants across all conditions.
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communicates the current state of the user’s knowledge, whereas formative feedback supports the process of 
acquiring knowledge and skills over  time72. Summative feedback helped participants achieve higher task scores, 
but it did not improve their ability to articulate what they were supposed to do. Formative feedback, on the other 
hand, supported participants’ learning process by showing them whether what they were doing was correct at 
each instant in time. Advantageously, summative feedback has lower technical requirements than formative 
feedback, as it presents one summarized score at the end of an activity, with no real-time reactions. Robots 
can combine formative and summative feedback, since the benefits of these two types of feedback are largely 
independent.

Since we wanted to study the impact of formative and summative feedback, we purposefully designed the 
tasks and robot cues to present a challenge for users so their learning process would depend on their assigned 
feedback condition. Our three resulting task cues can be categorized in terms of ease of understanding (Fig. 4D) 
and ease of performance (Fig. 3D). The location cue was more difficult to understand than the other cues; since 
it was rarely understood, it was also rarely performed correctly, even though standing in a particular location 
is an easy activity. Most users (82.14%) correctly understood that they should copy the robot’s pose in the pose 
cue, though the selected error tolerance was difficult for some individuals to maintain for 30 s. The contact cues 
were easy to understand and easy to perform. Most participants (78.57%) figured out that they needed to touch 
the robot’s hand and could easily execute this action.

Summative feedback was consistently conveyed across all tasks, and participants seemed to understand its 
meaning through the redundant face colors, facial expressions, and sounds. The influence of summative feedback 
might have been greater if it had been designed to present the score with more granularity. The facial expressions 
that the robot used to provide formative feedback were also clearly understood and valued by participants; since 
they were more complex and unusual, the formative gestures often took several trials for participants to decipher. 
Simultaneously, it is useful to note that the formative gestures the robot executed for the three task cues provided 
different amounts of information: error magnitude and direction for location, error magnitude for pose, and 
quantized error magnitude for contact, roughly matching task difficulty.

The heatmaps created from the motion-capture data offer a dense overview of user activity during each 
task. The values of the corresponding Wasserstein metrics reiterate the relative challenge of the three cue types, 
with the location cue (Fig. 6D) being more difficult than the pose (Fig. 7D) and contact (Fig. 8D) cues. Though 
visible by eye (Fig. 6A), the distribution shifts caused by feedback in the location cue did not reach statistical 
significance. This finding may mean that the benefits of feedback are limited when a task is difficult to under-
stand, or that our implementation of formative feedback for this cue was not clear to participants. Formative 
feedback was particularly useful for inducing users to move their hands closer to the target locations in the pose 
cue (Fig. 7B,D), whereas both types of feedback independently helped users solve the contact cue (Fig. 8C,D). 
Robotic formative feedback may help with a wider range of tasks than summative feedback, likely due to its 
support of task understanding.

Formative and summative feedback should be synergistic in nature and feed into one  another59,73,74; formative 
assessment fosters learning while summative assessment validates  it71,75. Each type of feedback independently 
increased the score of the user (Fig. 3B,C), strongly supporting H1. H2 was also strongly supported: Only forma-
tive feedback enhanced user understanding of the task (Fig. 4B,C). These observations are fully consistent with 
the education literature, which states that feedback in general improves  performance54 and formative feedback 
promotes understanding of the  task54,55. Minimally supervised robots, especially comprehensive exercise coach 
robots, can more effectively support community rehabilitation by providing both types of feedback. When present 
simultaneously, these types of feedback can inform both users and exercise therapy experts about progress toward 
their therapy  goals76. These types of feedback could thus enable robots to become standalone exercise coaches that 
help compensate for healthcare worker  shortages28. Furthermore, formative feedback has been shown to have a 
positive impact on academic motivation and  engagement56,58, test  anxiety56, and attitude towards  learning56,77. 
One can extrapolate that incorporating formative feedback into robot behavior has the potential to help robots 
gain long-term acceptance. Thus, the two types of feedback play different roles in facilitating user competence 
and should both be provided.

Summative feedback is currently the most common type of feedback provided by social exercise 
 robots23,24,78–80. These robots utilize exergaming as their primary motivational strategy; such games provide 
summative performance feedback to try to change  behavior81. The same sensors used to determine summative 
feedback can be leveraged by robots to provide formative feedback. When designing formative feedback, a one-
size-fits-all approach is often unsuitable, as seen from the cue-based custom formative feedback we designed. 
Formative feedback uses acquired data to positively influence the individual’s learning if implemented  correctly70. 
The feedback must be customized to the task at hand and must consider the user’s performance over the course 
of the task. Similarly, a robot could use adaptive formative feedback by changing its feedback strategies based 
on user performance over  time82. One could additionally tune the difficulty of each task by adjusting the error 
threshold to match the user’s mental and physical capabilities, as done by Fitter et al.24 for older adult users. The 
error threshold for each task could change over time, starting large to make the task easy and reducing with 
subsequent success to elicit more precise performance of the desired action. Furthermore, drawing from dual-
coding  theory83, we recommend combining other interaction modalities with visual and gesture-based feedback. 
This idea is corroborated by our users, who recognized the different aspects of the feedback provided by our 
robot (head and arm gestures, facial expressions, and sounds) and wished it would also speak (Tables S5, S6).

One of this study’s strengths is the quantitative information gathered about user interactions with our robot. 
As motion-capture data is often extensive and hard to comprehend, we believe that heatmaps represent a practi-
cal alternative for exercise therapy experts seeking to observe and evaluate user performance. An interesting 
line of future research would be to validate the utility of individual heatmaps for use by exercise therapy experts. 
Furthermore, the Wasserstein distance metric could evaluate user performance over multiple sessions or days of 
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exercise. The technical design of the Robot Interaction  Studio64 enables us to provide consistent robot responses 
and interactions across all participants. Thus, the timing, type, and consistency of feedback were not affected by 
experimenter error or bias, as can happen with teleoperation. Finally, the use of educational assessments in such 
a context has not previously been explored in HRI. Though we examined them from the perspective of gesture-
based interaction, these methods could generalize to any type of feedback mechanism.

One limitation of this study is the relatively small number of participants per condition, resulting in high 
diversity within each group; a larger participant pool could better elucidate how feedback types impact partici-
pant engagement and self-learning. When analyzing the results, we found that our participants could roughly 
be classified into two categories: explorers and imitators (Fig. S6). The explorers performed diverse actions, 
walking around the workspace, touching the robot, and actively trying to figure out the solution to each cue 
type. Conversely, the imitators stayed in a single position and mimicked the robot’s arm pose across all 75 trials, 
irrespective of any feedback provided. This imitation behavior could be linked to motor  resonance84, which has 
been observed during  HRI85, but it was the correct behavior for only one of the three cues. The imitators persisted 
with this behavior despite regular standardized reminders during breaks and when clarifications were requested. 
A questionnaire such as the Curiosity and Exploration  Inventory86 might help explain participant strategy.

Exercise coach robots have the potential to improve compliance with exercise regimens in a range of set-
tings including community rehabilitation. Ideally, such robots would guide users through exercise routines and 
provide effective feedback entirely autonomously. These robots would greatly benefit from providing compel-
ling nonverbal feedback to their users, especially gestures, facial expressions, and sounds. However, effectively 
monitoring the user motion and adapting the robot’s behavior accordingly continues to be a technical  challenge21 
due to the speed and accuracy requirements for both perception and action. Furthermore, designing effective 
feedback response systems lies at the core of personalizing robotic systems to their users. As substantiated by 
the results of our study, feedback design based on formative and summative feedback holds great potential for 
future research in this area.

Materials and methods
Experiment platform
This study was designed to study nonverbal feedback from a social robot to a human user in a minimally 
supervised setting. Inspired by educational assessments, the feedback provided could be either formative or 
summative. We studied the effects of these two types of feedback using our Robot Interaction  Studio64, which 
includes a Rethink Robotics Baxter Research  Robot65 and ten cameras that are used for the markerless human-
motion-capture system Captury  Live66, plus three high-resolution cameras for human review of trials and facial 
expression analysis. The robot’s parallel-jaw grippers were equipped with foam boxing pads and sterile covers 
to make contact safe and comfortable.

Cue and feedback design
The three task cues take inspiration from existing gesture-based HRI and the psychology literature, and the 
robot’s nonverbal feedback seeks to engage and challenge  participants54. Prior work demonstrated that a robot 
needs to provide only minimal social cues to enhance the persuasiveness of the  interaction87. Thus, we chose 
simple cues including sounds, emotions displayed on the robot’s face screen, and arm-based gestures to attract 
attention. Figure 1 shows the three cue types, their five variants, their associated types of formative feedback, 
and how summative feedback was conveyed across tasks. The cues and feedback are multimodal, blending the 
different types of nonverbal communication available to robots, which can be classified as gaze, gesture, mimicry, 
touch, movement, and interaction  timing3. Utilizing multimodal feedback also aligns with our goal of leveraging 
education concepts such as dual-coding  theory62.

Eye gaze is an integral element of human social interaction across all  cultures88 and has thus been utilized by 
roboticists in many ways, such as indicating a robot’s mental state, directing user attention, and increasing fluid-
ity in  conversations89. Users have also been shown to prefer robots that move their  heads10. Thus, we combined 
these ideas into a referential robot gaze directed at the user, as in Ref.89: Across all conditions of the study, the 
robot constantly looked at the user by turning its head to face them as they walked around the room. One high-
resolution camera was mounted on top of the robot’s head to capture a view of the participant. The robot’s eyes 
periodically blinked to indicate  awareness24, and the robot displayed verified open-source facial  expressions67 
and played open-source  sound90 at key points in the interaction (Fig. 2A).

Each task cue was color coded: The location cue was represented by orange faces, the pose cue by purple 
faces, and the contact cue by gray faces. When presenting a task cue, the robot changed its face to an attentive 
expression (Figs. 6E, 7F, 8E). The robot maintained a neutral, non-smiling expression between cues. During 
cue presentation and while waiting for the participant to perform the task in all conditions, the robot exhibited 
attentiveness through a waiting expression that has pursed lips. When formative feedback was present (Fs and 
FS conditions), the robot smiled when the user performed the task correctly and had an attentive face otherwise. 
If a formative feedback sequence was triggered by the user’s error remaining above the threshold for 2 s, the face 
changed to a disappointed smirk while the formative gesture was being executed. After providing feedback, the 
robot’s expression returned to switching between the smile and the attentive face based on the error. A white 
face with a neutral expression appeared between task cues. The changes in the robot’s facial expression can be 
seen in Supplementary Video SV2.

All three cue types harness gesture-based interaction to convey meaning integral to the task. First, the loca-
tion cue is a pointing (deictic) gesture that indicates a particular thing or  area3,91 and is one of the first gestures 
learned by  infants92. This type of gesture is well-explored within  HRI8. The robot points to a location on the 
ground; without being told, the user needs to figure out they are supposed to walk to that location and stand 



13

Vol.:(0123456789)

Scientific Reports |        (2024) 14:10564  | https://doi.org/10.1038/s41598-024-60905-x

www.nature.com/scientificreports/

there for the duration of the trial. We quantified the user’s error using the distance between the target and their 
current location on the floor, with a maximum radial error of 0.3 m considered correct. The robot provides 
formative feedback for the location cue by moving its arm to point at the feet of the user standing outside the 
target circle and then again at the target position; therefore, its arm motion shows the magnitude and direction 
of the user’s current task error.

Second, the pose cue invokes mimicry or imitation-based nonverbal  communication3. Imitation is a fun-
damental technique children use to learn physical  skills93 and develop social interaction  abilities94, and pose 
imitation has been extensively used and validated in social  robotics23,78–80. The tested variants of the pose cue 
are based on the Roboga Game by Fitter et al.24. Our robot held up both of its arms in a symmetric pose; with-
out being instructed, the user had to figure out that they should mimic the robot’s arm pose for the duration of 
the trial. The user’s error for the pose cue was calculated by comparing the robot’s arms to the user’s arms after 
scaling and shifting them to have coincident shoulder joints; the error is the sum of the distances from each 
joint on the human arm to the closest segment on the respective robot arm with a maximum error of 0.15 m 
per arm considered correct. The formative feedback of the pose cue involves the robot moving its arms to an 
intermediate pose that is between the desired pose and the neutral pose, thereby demonstrating the amplitude 
of the user’s current error.

The third cue type was the contact cue; it highlights touch gestures, which have been shown to evoke positive 
feelings with  users3,95. Similar to a high-five96,97, the robot held up one or both of its hands, palm(s) out. Again, 
without being told the goal, the user needed to figure out that they ought to walk into the robot’s workspace and 
touch its palm(s) with their hand(s) for the duration of the trial. For cues of this type, the user’s instantaneous 
error was calculated as the distance between the robot’s offered hand(s) and the closest human hand(s); it had 
a minimum threshold of 0.1 m for correct performance. For formative feedback with the contact cue, when the 
error is above this threshold, the robot wiggles its hand(s) an integer number of times equal to the error rounded 
up to the nearest meter.

Summative feedback was presented consistently across all cue types, involving one of three differently colored 
facial expressions with sounds that showed the quality of the user’s performance on the just-completed trial 
(Fig. 1C). If the participant error was less than the threshold for less than 10% of the 30-s trial time (< 3 s), the 
robot displayed a sad red face and played an unhappy sound. If the participant performed the task within the 
desired limits for any duration between 10 and 60% of the time (3–18 s), the robot displayed a slightly happy 
yellow face and played a matching sound. Finally, if the participant performed the task correctly for more than 
60% of the trial (> 18 s), the robot displayed a happy green face and played a happy sound. All robot faces were 
adapted from previously validated facial expressions developed for the Baxter  robot67. We carefully chose faces 
and sounds that were sufficiently distinct from each other and validated their interpretation through pilot testing. 
Additionally, Supplementary Video SV2 shows how our sample participant utilized these cues to his advantage. 
Supplementary Material Table S5 also shows that the majority of the participants noticed these cues.

Study design
The study was designed as a mixed-design experiment with two between-subject factors with two levels each 
and one within-subject factor with three levels. The two between-subject factors were formative and summative 
feedback, with two levels each (with and without feedback). The within-subject factor was cue type, with the 
three levels being location cue, pose cue, and contact cue. We consider all five variants of each cue (different 
room locations, arm poses, and hand positions) to be largely equivalent to one another; thus, we do not consider 
the cue variant as a separate factor.

The study was approved by the Ethics Council of the Max Planck Society under the Haptic Intelligence 
Department’s framework agreement as protocol F007A. All methods were performed in accordance with the 
relevant ethics guidelines of the Max Planck Society and in accordance with the Declaration of Helsinki. All 
participants gave informed consent. Some participants also gave informed consent to the sharing of videos 
associated with their participation in the study; only sample trials from these participants are displayed in this 
paper. Participants were recruited from the Max Planck Institutes in Stuttgart, the University of Stuttgart, and a 
local Facebook group for foreigners. Every participant provided written informed consent. Participants who were 
not employed by the Max Planck Society received a compensation of 8€ per hour for participating in this study. 
The participant first filled out a Robot Evaluation Survey (Table S1), after which the experimenter read a set of 
pre-defined instructions out loud (Supplementary Materials Sect. 1). Participants often glanced at the experi-
menter or asked for further clarification; experimenters in typical studies help participants in such situations, but 
our experimenter provided no additional support other than repeating a shortened version of the instructions. 
Though frustrating, this policy was necessary to create a consistent experience of minimal supervision for all 
participants and allow us to investigate the effects of formative and summative feedback provided by a robot.

The participant then performed a total of 75 trials with 25 trials of each cue type. The repeating presentation 
order was as follows: a random location cue, followed by a random pose cue, and then a random contact cue. 
The flow of the interaction remained the same across all tasks and can be seen in Fig. 2A. At the beginning of a 
trial, the robot moved from the neutral pose to a cue-specific pose and then nodded its head to indicate that the 
trial was starting. Each trial lasted approximately 30 s after the robot moves into the desired pose. The system 
constantly checked whether the user was performing the desired task and calculated the score as the total dura-
tion of time that the task was performed correctly. If formative feedback was to be provided, it was triggered 
after 2 s in which the user error was continually greater than the defined threshold, and the provided feedback 
was based on the user’s error at the end of that interval.

To determine the presentation order, we first determined all possible combinations of one location cue, one 
pose cue, and one contact cue and then randomized the order of the combinations. To provide enough unique 
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combinations for each group of participants, we created another randomized list of 125 combinations, resulting 
in a total of 250 combinations. The trial order for the first participant of each feedback group corresponded to 
combinations 1–25, the trial order for the second participant corresponded to combinations 26–50, and so on, 
such that the participants in each feedback group all experienced the same number and order of randomized 
trials. Participants were randomly assigned to one of the conditions; however, we took measures to balance the 
gender distribution. A brief break was provided to participants approximately after trials 25 and 50. After all 75 
trials, the participant completed a cue evaluation survey to assess their understanding of each cue type, as well as 
a NASA Task Load Index (TLX)  survey98 for each cue type. They also completed a post-study Robot Acceptance 
Survey and the System Usability  Scale99 (Supplementary Materials Sect. 2).

Participant information
The study included 28 participants with 7 participants in each group. We report the gender distribution as well 
as the age range, mean (M), and standard deviation (SD) for each group. The fs group (4 male, 3 female; aged 
23–33, M = 28.71, SD = 3.35) received no formative or summative feedback. The Fs group (3 male, 4 female; aged 
19–65, M = 31.43, SD = 15.45) received only formative feedback. The fS group (3 male, 4 female; aged 19–39, 
M = 29.00, SD = 6.14) received only summative feedback, and the FS group (4 male, 3 female; aged 22–42, M = 
31.00, SD = 6.22) received both types of feedback. Due to consistent sentiments about robots across age  groups100, 
we prioritized gender balance over age diversity in our study. The participants varied in their experience with 
robots, including 7 complete novices and 4 experts (Fig. S5A); only one participant had any substantial previous 
experience with Baxter (Fig. S5B). Most participants led relatively active lifestyles, reporting that they exercised 
several times a week (Fig. S5C), with some frequently attending exercise classes (Fig. S5D).

Sources of data
Since the study was run within the Robot Interaction Studio, we had access to full-body markerless motion-
capture data of the user, facial expression recognition from the camera on the robot’s head, and an additional 
Polar  OH1101 optical heart-rate sensor worn around the user’s left bicep. For the purposes of this study, we nar-
rowed these down to the following measures.

User error
User performance of each type of cue was determined by comparing the current value of the error metric defined 
for that task ( ǫ(t) ) to a defined error threshold ( ̄ǫ ), which was selected to provide a moderate level of difficulty 
for healthy adults. The precise formulations of the three error metrics are given by Eqs. (3), (4), and (5)/(6) in 
the Supplementary Materials Sect. 9.

User score
The value of the score (S) at time t for each cue type was calculated as a function of the error over time. Specifi-
cally, the score for a particular trial is equal to the total duration of time the user spent performing the task with 
an error less than the error threshold defined for that task. Scores varied continuously from 0 s to 30 s (perfect 
performance) and were calculated during the trial as follows, where �t is the time elapsed since the previous 
discrete time step:

The mean �t was 0.03 s , 0.16 s and 0.05 s for the location, pose and contact cue, respectively. The final score 
for a trial was taken to be the score at the trial’s end, i.e., S(30 s).

User grade
We created rubrics to evaluate the participants’ written post-study explanations of what the robot wanted them 
to do for each cue type. Participants received one point each for correctly identifying how the robot indicated 
the cue, their expected response, and the duration component of the task (Supplementary Materials Sect. 3). 
An external individual graded all explanations against these three-point rubrics with one-point resolution; they 
evaluated each set of responses in random order and were blinded to the participant’s feedback condition. The 
possible grades were 0, 1, 2, and 3 (perfect comprehension).

Distance traveled
This metric (D) can be defined as the total length of the path traversed by a participant over the 30 s duration 
of a trial. Let k be the distance traveled by the user across the floor in time step t. Then, this metric can be cal-
culated as follows:

(1)S(t) =

{

0 if t = 0 s

S(t −�t)+�t if ε(t) < ε̄

S(t −�t) otherwise.

(2)D =

30 s
∑

0 s

k(t)dt.
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Time spent in the robot’s workspace
This metric is the percentage of trial time that a user’s hips were located within Baxter’s reachable workspace, 
which we defined as a circular region of the floor (radius = 1.485 m) centered on the robot’s torso, as seen in 
Fig. 5.

Attention
The videos from the camera placed on Baxter’s head were analyzed using the Affectiva  AFFDEX102 facial-emo-
tion-recognition algorithm integrated into  iMotions103. It uses the participant’s head angle to determine how 
strongly they are attending to the robot (ranging from 0 to 100%), and we calculate the mean attention level 
per trial.

Heart rate
We collected participant heart rate throughout the study as beats per minute over time.

Heatmap creation
Heatmaps were created by discretizing the relevant plane into a 20 × 20 grid and then binning the position data. 
Corresponding distributions representing the desired user behaviors for each cue type were created using a 2D 
normal distribution with a mean equal to zero and a standard deviation equal to the relevant error threshold 
divided by three. The spread of this distribution was chosen such that approximately 99.6% of the points fall 
within the desired area, to represent perfect user behavior. This distribution was then translated to be centered at 
the target location for the user’s hips or hand(s), depending on the cue type and variant. We generated the same 
number of points as the actual data. The Wasserstein metric was calculated between these desired distributions 
and the actual distributions.

Statistical analysis
All data were analyzed in R (version 4.2.3) using non-parametric Aligned Rank Transform (ART) analysis of 
variance (ANOVA)68 due to the small sample size per  group104 and because the data were non-normal. The unit of 
analysis for all analyses is the number of participants ( n = 28 where n = 7 per group) except for the two-way ART 
ANOVA used for analyzing the Wasserstein metrics, which used the cue variants as the unit of analysis ( n = 5 ). 
Pairwise post-hoc comparisons were conducted using the multiple comparisons for the ART  procedure105 with 
a Bonferroni correction and the Kenward-Roger method for approximating the degrees of  freedom106. We report 
effect sizes using partial eta squared ( ηp ) for the ANOVA tests and Cohen’s d for t-tests107. The significance-testing 
level, α , was considered to be 0.05 in all cases.

Data availability
The data associated with this manuscript can be accessed via https:// doi. org/ 10. 17617/3. UPWT1Q this link to 
Edmond, the research data repository of the Max Planck Society.

Received: 11 November 2023; Accepted: 29 April 2024

References
 1. Norris, S. Three hierarchical positions of deictic gesture in relation to spoken language: A multimodal interaction analysis. Vis. 

Commun. 10, 129–147 (2011).
 2. Burgoon, J. K., Manusov, V. & Guerrero, L. K. Nonverbal Communication (Routledge, 2021).
 3. Bartneck, C. et al. Human–Robot Interaction: An Introduction (Cambridge University Press, 2020).
 4. Saunderson, S. & Nejat, G. How robots influence humans: A survey of nonverbal communication in social human–robot interac-

tion. Int. J. Soc. Robot. 11, 575–608 (2019).
 5. Liu, H. & Wang, L. Gesture recognition for human–robot collaboration: A review. Int. J. Ind. Ergon. 68, 355–367 (2018).
 6. Wolfert, P., Robinson, N. & Belpaeme, T. A review of evaluation practices of gesture generation in embodied conversational 

agents. IEEE Trans. Hum. Mach. Syst. 52, 379 (2022).
 7. Ham, J., Cuijpers, R. H. & Cabibihan, J.-J. Combining robotic persuasive strategies: The persuasive power of a storytelling robot 

that uses gazing and gestures. Int. J. Soc. Robot. 7, 479–487 (2015).
 8. Sauppé, A. & Mutlu, B. Robot deictics: How gesture and context shape referential communication. In Proc. ACM/IEEE Interna-

tional Conference on Human–Robot Interaction 342–349 (2014).
 9. Zabala, U., Rodriguez, I., Martínez-Otzeta, J. M. & Lazkano, E. Expressing robot personality through talking body language. 

Appl. Sci. 11, 4639 (2021).
 10. Zinina, A., Zaidelman, L., Arinkin, N. & Kotov, A. Non-verbal behavior of the robot companion: A contribution to the likeability. 

Procedia Comput. Sci. 169, 800–806 (2020).
 11. Michaelis, J. E. & Di Canio, D. Embodied geometric reasoning with a robot: The impact of robot gestures on student reasoning 

about geometrical conjectures. In Proc. ACM CHI Conference on Human Factors in Computing Systems 1–14 (2022).
 12. Pavlakos, G. et al. Expressive body capture: 3D hands, face, and body from a single image. In Proc. IEEE/CVF Conference on 

Computer Vision and Pattern Recognition (CVPR) 10975–10985 (2019).
 13. Dang, L. M. et al. Sensor-based and vision-based human activity recognition: A comprehensive survey. Pattern Recogn. 108, 

107561 (2020).
 14. Lambert, A., Norouzi, N., Bruder, G. & Welch, G. A systematic review of ten years of research on human interaction with social 

robots. Int. J. Hum. Comput. Interact. 36, 1804–1817 (2020).
 15. Henschel, A., Laban, G. & Cross, E. S. What makes a robot social? A review of social robots from science fiction to a home or 

hospital near you. Curr. Robot. Rep. 2, 9–19 (2021).
 16. Childs, E. & de Wit, H. Regular exercise is associated with emotional resilience to acute stress in healthy adults. Front. Physiol. 

5, 161 (2014).
 17. Piercy, K. L. et al. The physical activity guidelines for Americans. JAMA 320, 2020–2028 (2018).

https://doi.org/10.17617/3.UPWT1Q


16

Vol:.(1234567890)

Scientific Reports |        (2024) 14:10564  | https://doi.org/10.1038/s41598-024-60905-x

www.nature.com/scientificreports/

 18. Kujala, U. M. Evidence on the effects of exercise therapy in the treatment of chronic disease. Br. J. Sports Med. 43, 550–555 (2009).
 19. Soares-Miranda, L. et al. Physical activity and heart rate variability in older adults: The cardiovascular health study. Circulation 

129, 2100–2110 (2014).
 20. Feil-Seifer, D. & Matarić, M. J. Defining socially assistive robotics. In Proc. IEEE International Conference on Rehabilitation 

Robotics (ICORR) 465–468 (2005).
 21. Matarić, M. J. & Scassellati, B. Socially assistive robotics. In Springer Handbook of Robotics (eds Siciliano, B. & Khatib, O.) 

1973–1994 (Springer, 2016).
 22. Matsusaka, Y., Fujii, H., Okano, T. & Hara, I. Health exercise demonstration robot taizo and effects of using voice command 

in robot-human collaborative demonstration. In Proc. IEEE International Symposium on Robot and Human Interactive Com-
munication (RO-MAN) 472–477 (2009).

 23. Guneysu, A. & Arnrich, B. Socially assistive child–robot interaction in physical exercise coaching. In Proc. IEEE International 
Symposium on Robot and Human Interactive Communication (RO-MAN) (2017).

 24. Fitter, N. T., Mohan, M., Kuchenbecker, K. J. & Johnson, M. J. Exercising with Baxter: Preliminary support for assistive social–
physical human–robot interaction. J. Neuroeng. Rehabil. 17, 1–22. https:// doi. org/ 10. 1186/ s12984- 020- 0642-5 (2020).

 25. Céspedes Gómez, N. et al. A socially assistive robot for long-term cardiac rehabilitation in the real world. Front. Neurorobot. 
15, 21 (2021).

 26. Beard, J. R. & Bloom, D. E. Towards a comprehensive public health response to population ageing. The Lancet 385, 658–661 
(2015).

 27. Fleming, K. C., Evans, J. M. & Chutka, D. S. Caregiver and clinician shortages in an aging nation. Mayo Clin. Proc. 78(8), 
1026–1040 (2003).

 28. Childs, J. D., Benz, L. N., Arellano, A., Briggs, A. A. & Walker, M. J. Challenging assumptions about the future supply and demand 
of physical therapists in the United States. Phys. Ther. 102, 239 (2022).

 29. Scassellati, B. & Vázquez, M. The potential of socially assistive robots during infectious disease outbreaks. Sci. Robot. 5, 9014 
(2020).

 30. Yoganandhan, A., Kanna, G. R., Subhash, S. & Jothi, J. H. Retrospective and prospective application of robots and artificial 
intelligence in global pandemic and epidemic diseases. Vacunas Engl. Ed. 22, 98–105 (2021).

 31. Lambercy, O. et al. Neurorehabilitation from a distance: Can intelligent technology support decentralized access to quality 
therapy? Front. Robot. AI 8, 126 (2021).

 32. Ranzani, R. et al. Towards a platform for robot-assisted minimally-supervised therapy of hand function: Design and pilot usability 
evaluation. Front. Bioeng. Biotechnol. 9, 652380 (2021).

 33. Zhang, H. et al. Feasibility studies of robot-assisted stroke rehabilitation at clinic and home settings using RUPERT. In Proc. 
IEEE International Conference on Rehabilitation Robotics (ICORR) 1–6 (2011).

 34. McCabe, J. P. et al. Feasibility and clinical experience of implementing a myoelectric upper limb orthosis in the rehabilitation 
of chronic stroke patients: A clinical case series report. PLoS ONE 14, e0215311 (2019).

 35. Hyakutake, K. et al. Effects of home-based robotic therapy involving the single-joint hybrid assistive limb robotic suit in the 
chronic phase of stroke: A pilot study. BioMed Res. Int. 2019, 1 (2019).

 36. Wolf, S. L. et al. The HAAPI (home arm assistance progression initiative) trial: A novel robotics delivery approach in stroke 
rehabilitation. Neurorehabil. Neural Repair 29, 958–968 (2015).

 37. Cordo, P. et al. Assisted movement with enhanced sensation (ames): Coupling motor and sensory to remediate motor deficits 
in chronic stroke patients. Neurorehabil. Neural Repair 23, 67–77 (2009).

 38. Clabaugh, C. et al. Long-term personalization of an in-home socially assistive robot for children with autism spectrum disorders. 
Front. Robot. AI 6, 110 (2019).

 39. Scassellati, B. et al. Improving social skills in children with ASD using a long-term, in-home social robot. Sci. Robot. 3, 7544 
(2018).

 40. Jain, S., Thiagarajan, B., Shi, Z., Clabaugh, C. & Matarić, M. J. Modeling engagement in long-term, in-home socially assistive 
robot interventions for children with autism spectrum disorders. Sci. Robot. 5, 3791 (2020).

 41. Michaelis, J. E. & Mutlu, B. Reading socially: Transforming the in-home reading experience with a learning-companion robot. 
Sci. Robot. 3, 5999 (2018).

 42. Bajones, M. et al. Results of field trials with a mobile service robot for older adults in 16 private households. ACM Trans. Hum. 
Robot Interact. 9, 1–27 (2019).

 43. Frennert, S., Eftring, H. & Östlund, B. Case report: Implications of doing research on socially assistive robots in real homes. Int. 
J. Soc. Robot. 9, 401–415 (2017).

 44. Kanda, T., Sato, R., Saiwaki, N. & Ishiguro, H. A two-month field trial in an elementary school for long-term human–robot 
interaction. IEEE Trans. Robot. 23, 962–971 (2007).

 45. Shiomi, M., Kanda, T., Ishiguro, H. & Hagita, N. Interactive humanoid robots for a science museum. In Proc. ACM SIGCHI/
SIGART Conference on Human–Robot Interaction 305–312 (2006).

 46. Nourbakhsh, I. R. et al. An affective mobile robot educator with a full-time job. Artif. Intell. 114, 95–124 (1999).
 47. Vilk, J. & Fitter, N. T. Comedians in cafes getting data: Evaluating timing and adaptivity in real-world robot comedy performance. 

In Proc. ACM/IEEE International Conference on Human–Robot Interaction 223–231 (2020).
 48. Wang, S. & Christensen, H. I. Tritonbot: First lessons learned from deployment of a long-term autonomy tour guide robot. In 

Proc. IEEE International Symposium on Robot and Human Interactive Communication (RO-MAN) 158–165 (2018).
 49. Davison, D. P. et al. Working with a social robot in school: A long-term real-world unsupervised deployment. In Proc. ACM/

IEEE International Conference on Human–Robot Interaction (HRI) 63–72 (2020).
 50. Akalin, N., Kristoffersson, A. & Loutfi, A. The influence of feedback type in robot-assisted training. Multimodal Technol. Interact. 

3, 67 (2019).
 51. Swift-Spong, K., Short, E., Wade, E. & Matarić, M. J. Effects of comparative feedback from a socially assistive robot on self-efficacy 

in post-stroke rehabilitation. In Proc. IEEE International Conference on Rehabilitation Robotics (ICORR) 764–769 (2015).
 52. de Wit, J., Brandse, A., Krahmer, E. & Vogt, P. Varied human-like gestures for social robots: Investigating the effects on children’s 

engagement and language learning. In Proc. ACM/IEEE International Conference on Human–Robot Interaction (HRI) 359–367 
(2020).

 53. Morasso, P. et al. Desirable features of a humanoid robot-therapist. In Proc. Annual International Conference of the IEEE Engi-
neering in Medicine and Biology Society 2418–2421. https:// doi. org/ 10. 1109/ IEMBS. 2009. 53349 54 (2009).

 54. McMillan, J. H. SAGE Handbook of Research on Classroom Assessment (SAGE, 2013).
 55. Andrade, H. & Cizek, G. J. Handbook of Formative Assessment (Routledge, 2010).
 56. Ismail, S. M., Rahul, D. R., Patra, I. & Rezvani, E. Formative vs summative assessment: Impacts on academic motivation, attitude 

toward learning, test anxiety, and self-regulation skill. Lang. Test. Asia 12, 40 (2022).
 57. Blondeel, E., Everaert, P. & Opdecam, E. Does practice make perfect? The effect of online formative assessments on students’ 

self-efficacy and test anxiety. Br. Account. Rev. 1, 101189 (2023).
 58. Chen, Z., Jiao, J. & Hu, K. Formative assessment as an online instruction intervention: Student engagement, outcomes, and 

perceptions. Int. J. Dist. Educ. Technol. 19, 50–65 (2021).
 59. Dixson, D. D. & Worrell, F. C. Formative and summative assessment in the classroom. Theory Pract. 55, 153–159 (2016).

https://doi.org/10.1186/s12984-020-0642-5
https://doi.org/10.1109/IEMBS.2009.5334954


17

Vol.:(0123456789)

Scientific Reports |        (2024) 14:10564  | https://doi.org/10.1038/s41598-024-60905-x

www.nature.com/scientificreports/

 60. Yüksel, H. S. & Gündüz, N. Formative and summative assessment in higher education: Opinions and practices of instructors. 
Eur. J. Educ. Stud. 3, 1 (2017).

 61. Morrow, J. R. Jr., Mood, D., Disch, J. & Kang, M. Measurement and Evaluation in Human Performance 5th edn. (Human Kinetics, 
2015).

 62. Clark, J. M. & Paivio, A. Dual coding theory and education. Educ. Psychol. Rev. 3, 149–210 (1991).
 63. Hattie, J. & Timperley, H. The power of feedback. Rev. Educ. Res. 77, 81–112 (2007).
 64. Mohan, M., Nunez, C. M. & Kuchenbecker, K. J. Robot interaction studio: A platform for unsupervised HRI. In Proc. IEEE 

International Conference on Robotics and Automation (ICRA) 3330–3336. https:// doi. org/ 10. 1109/ ICRA4 8506. 2021. 95612 92 
(2021).

 65. Rethink Robotics Baxter Robot. https:// robots. ieee. org/ robots/ baxter/ (Accessed 05 July 2023).
 66. Captury Live. https:// captu ry. com/ captu ry- live/ (Accessed 05 July 2023).
 67. Fitter, N. T. & Kuchenbecker, K. J. Designing and assessing expressive open-source faces for the Baxter robot. In Proc. 8th 

International Conference on Social Robotics, vol. 9979 of Lecture Notes in Artificial Intelligence 340–350 (Springer, 2016).
 68. Wobbrock, J. O., Findlater, L., Gergle, D. & Higgins, J. J. The aligned rank transform for nonparametric factorial analyses using 

only ANOVA procedures. In Proc. SIGCHI Conference on Human Factors in Computing Systems 143–146 (2011).
 69. Rüschendorf, L. The Wasserstein distance and approximation theorems. Probab. Theory Relat. Fields 70, 117–129 (1985).
 70. Schildkamp, K., van der Kleij, F. M., Heitink, M. C., Kippers, W. B. & Veldkamp, B. P. Formative assessment: A systematic review 

of critical teacher prerequisites for classroom practice. Int. J. Educ. Res. 103, 101602 (2020).
 71. Connors, C. B. Summative and formative assessments: An educational polarity. Kappa Delta Pi Rec. 57, 70–74 (2021).
 72. Dolin, J. & Evans, R. Transforming Assessment: Through an Interplay Between Practice, Research and Policy Vol. 4 (Springer, 2017).
 73. Mogboh, V. E. & Okoye, A. C. Formative and summative assessment: Trends and practices in basic education. J. Educ. Pract. 10, 

39–45 (2019).
 74. Lau, A. M. S. Formative good, summative bad?—A review of the dichotomy in assessment literature. J. Furth. High. Educ. 40, 

509–525 (2016).
 75. Stiggins, R. & DuFour, R. Maximizing the power of formative assessments. Phi Delta Kappan 90, 640–644 (2009).
 76. Gallardo, K. The Importance of Assessment Literacy: Formative and Summative Assessment Instruments and Techniques 3–25 

(Springer, 2021).
 77. Babinčáková, M., Ganajová, M., Sotáková, I. & Bernard, P. Influence of formative assessment classroom techniques (facts) on 

student’s outcomes in chemistry at secondary school. J. Baltic Sci. Educ. 19, 1 (2020).
 78. Shao, M. et al. You are doing great! Only one rep left: An affect-aware social robot for exercising. In Proc. IEEE International 

Conference on Systems, Man and Cybernetics (SMC) 3811–3817 (2019).
 79. Lewis, L., Metzler, T. & Cook, L. Evaluating human–robot interaction using a robot exercise instructor at a senior living com-

munity. In Proc. International Conference on Intelligent Robotics and Applications 15–25 (Springer, 2016).
 80. Görer, B., Salah, A. A. & Akın, H. L. A robotic fitness coach for the elderly. In Proc. International Joint Conference on Ambient 

Intelligence 124–139 (Springer, 2013).
 81. Lyons, E. J. & Hatkevich, C. Prevalence of behavior changing strategies in fitness video games: Theory-based content analysis. 

J. Med. Internet Res. 15, e81 (2013).
 82. Frost, E. R. Feedback distortion: The shortcomings of model answers as formative feedback. J. Leg. Educ. 65, 938–965 (2016).
 83. Cuevas, J. & Dawson, B. L. A test of two alternative cognitive processing models: Learning styles and dual coding. Theory Res. 

Educ. 16, 40–64 (2018).
 84. Landmann, C., Landi, S. M., Grafton, S. T. & Della-Maggiore, V. fMRI supports the sensorimotor theory of motor resonance. 

PLoS ONE 6, e26859 (2011).
 85. Bisio, A. et al. Motor contagion during human–human and human–robot interaction. PLoS ONE 9, e106172 (2014).
 86. Kashdan, T. B. et al. The curiosity and exploration inventory-ii: Development, factor structure, and psychometrics. J. Res. Pers. 

43, 987–998 (2009).
 87. Vossen, S., Ham, J. & Midden, C. What makes social feedback from a robot work? Disentangling the effect of speech, physical 

appearance and evaluation. In International Conference on Persuasive Technology 52–57 (Springer, 2010).
 88. Argyle, M., Cook, M. & Cramer, D. Gaze and mutual gaze. Br. J. Psychiatry 165, 848–850 (1994).
 89. Admoni, H. & Scassellati, B. Social eye gaze in human–robot interaction: A review. J. Hum. Robot Interact. 6, 25–63 (2017).
 90. Open Source Sounds. https:// frees ound. org/ browse/ (Accessed 27 June 2023).
 91. McNeill, D. Hand and Mind: What Gestures Reveal About Thought (The University of Chicago Press, 1992).
 92. Tomasello, M., Carpenter, M. & Liszkowski, U. A new look at infant pointing. Child Dev. 78, 705–722 (2007).
 93. Wang, Z., Williamson, R. A. & Meltzoff, A. N. Imitation as a mechanism in cognitive development: A cross-cultural investigation 

of 4-year-old children’s rule learning. Front. Psychol. 6, 562 (2015).
 94. Over, H. The social function of imitation in development. Annu. Rev. Dev. Psychol. 2, 93–109 (2020).
 95. Gallace, A. & Spence, C. The science of interpersonal touch: An overview. Neurosci. Biobehav. Rev. 34, 246–259 (2010).
 96. Fitter, N. T. & Kuchenbecker, K. J. Synchronicity trumps mischief in rhythmic human–robot social–physical interaction. Robot. 

Res. 10, 269–284. https:// doi. org/ 10. 1007/ 978-3- 030- 28619-4 (2020).
 97. Fitter, N. T. & Kuchenbecker, K. J. How does it feel to clap hands with a robot? Int. J. Soc. Robot. 12, 113–127. https:// doi. org/ 

10. 1007/ s12369- 019- 00542-x (2019).
 98. Hart, S. G. & Staveland, L. E. Development of NASA-TLX (Task Load Index): Results of empirical and theoretical research. Adv. 

Psychol. 52, 139–183 (1988).
 99. Brooke, J. SUS: A ‘quick and dirty’ usability scale. Usability Eval. Ind. 189, 4 (1996).
 100. Backonja, U. et al. Comfort and attitudes towards robots among young, middle-aged, and older adults: A cross-sectional study. 

J. Nurs. Scholarsh. 50, 623–633 (2018).
 101. Polar Electro. https:// www. polar. com/ us- en/ produ cts/ acces sories/ oh1- optic al- heart- rate- sensor (Accessed 06 July 2023).
 102. McDuff, D. et al. Affdex sdk: A cross-platform real-time multi-face expression recognition toolkit. In Proc. 2016 CHI Conference 

Extended Abstracts on Human Factors in Computing Systems, CHI EA ’16 3723–3726. https:// doi. org/ 10. 1145/ 28515 81. 28902 47 
(Association for Computing Machinery, 2016).

 103. iMotions. https:// imoti ons. com/ (Accessed 06 July 2023).
 104. Corder, G. W. & Foreman, D. I. Nonparametric Statistics for Non-statisticians (Wiley, 2011).
 105. Elkin, L. A., Kay, M., Higgins, J. J. & Wobbrock, J. O. An aligned rank transform procedure for multifactor contrast tests. In Proc. 

ACM Symposium on User Interface Software and Technology (UIST) 754–768 (2021).
 106. Midway, S., Robertson, M., Flinn, S. & Kaller, M. Comparing multiple comparisons: Practical guidance for choosing the best 

multiple comparisons test. PeerJ 8, e10387 (2020).
 107. Lakens, D. Calculating and reporting effect sizes to facilitate cumulative science: A practical primer for t-tests and ANOVAs. 

Front. Psychol. 4, 62627 (2013).
 108. Weiss, A. et al. A methodological variation for acceptance evaluation of human–robot interaction in public places. In Proc. IEEE 

International Symposium on Robot and Human Interactive Communication (RO-MAN) 713–718 (2008).
 109. Venkatesh, V., Morris, M. G., Davis, G. B. & Davis, F. D. User acceptance of information technology: Toward a unified view. MIS 

Q. 27, 425–478 (2003).

https://doi.org/10.1109/ICRA48506.2021.9561292
https://robots.ieee.org/robots/baxter/
https://captury.com/captury-live/
https://freesound.org/browse/
https://doi.org/10.1007/978-3-030-28619-4
https://doi.org/10.1007/s12369-019-00542-x
https://doi.org/10.1007/s12369-019-00542-x
https://www.polar.com/us-en/products/accessories/oh1-optical-heart-rate-sensor
https://doi.org/10.1145/2851581.2890247
https://imotions.com/


18

Vol:.(1234567890)

Scientific Reports |        (2024) 14:10564  | https://doi.org/10.1038/s41598-024-60905-x

www.nature.com/scientificreports/

 110. Cetina, K. K. Sociality with objects: Social relations in postsocial knowledge societies. Theory Cult. Soc. 14, 1–30 (1997).
 111. Bandura, A. The explanatory and predictive scope of self-efficacy theory. J. Soc. Clin. Psychol. 4, 359 (1986).
 112. Bandura, A. Self-efficacy mechanism in human agency. Am. Psychol. 37, 122 (1982).
 113. Latikka, R., Turja, T. & Oksanen, A. Self-efficacy and acceptance of robots. Comput. Hum. Behav. 93, 157–163 (2019).
 114. Fréchet, M. Sur la distance de deux lois de probabilité. Comptes Rendus Hebdomadaires des Seances de L Acad. Sci. 244, 689–692 

(1957).

Acknowledgements
The authors thank S. L. Young Kuchenbecker for extensive advice regarding modes of assessment in education 
and evaluation of user attention; H. Mat Husin and P. V. Wagoner for invaluable guidance on statistical analysis; 
C. Killawala for guidance on designing the pose cue error; J. Burns, B. Javot, and N. Hasler for technical support 
on this project; I. Jacobi for translating the consent form into German; N. Tashiro and M-P. Forte for support 
with system testing; B. Richardson for guidance on the use of the Wasserstein metric; L. Wang for grading user 
responses; and A. Schulz for feedback on figure layouts. They thank the International Max Planck Research 
School for Intelligent Systems (IMPRS-IS) for supporting M.M. and the Deutscher Akademischer Austausch-
dienst (DAAD) and the U.S. National Science Foundation Graduate Research Fellowship Program (NSF GRFP) 
for supporting C.M.N. This research was also partially supported by the Max Planck Society and the Deutsche 
Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strategy—EXC 
2120/1-390831618.

Author contributions
M.M. and K.J.K. identified the problem. M.M., C.M.N. and K.J.K. designed the experiment. M.M. implemented 
the methods with input from C.M.N and K.J.K. All authors secured ethical approval. C.M.N helped recruit 
participants, and M.M. conducted the experiment. M.M. analyzed the data and drew conclusions with exten-
sive input from K.J.K. M.M. created the figures (except Fig. S5) and the study videos. C.M.N. designed the cue 
comprehension grading scheme, analyzed the participant demographic data, and created Fig. S5 with input 
from M.M and K.J.K. M.M. wrote the paper with extensive input from K.J.K and input from C.M.N. All authors 
edited the manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https:// doi. org/ 
10. 1038/ s41598- 024- 60905-x.

Correspondence and requests for materials should be addressed to M.M. or K.J.K.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

© The Author(s) 2024

https://doi.org/10.1038/s41598-024-60905-x
https://doi.org/10.1038/s41598-024-60905-x
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Closing the loop in minimally supervised human–robot interaction: formative and summative feedback
	Results
	Participant performance
	Participant cue comprehension
	Participant activity
	Location cue
	Pose cue
	Contact cue


	Discussion
	Materials and methods
	Experiment platform
	Cue and feedback design
	Study design
	Participant information
	Sources of data
	User error
	User score
	User grade
	Distance traveled
	Time spent in the robot’s workspace
	Attention
	Heart rate

	Heatmap creation
	Statistical analysis

	References
	Acknowledgements


