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A non‑hydrostatic numerical 
model for simulating regular wave 
breaking and surf‑swash zone 
motions
Ali Shirkavand 1 & Kambiz Farrahi‑Moghaddam 2*

In the present study, a non‑hydrostatic two‑dimensional vertical model has been developed to 
simulate the breaking of regular waves and surf‑swash zone motions on a sloping beach. The objective 
of the present study was to estimate parameters at depth. The governing equations, based on 
the pressure‑correction projection method, were solved in two main phases. In the initial phase, 
intermediate velocities were acquired through the resolution of advection–diffusion and explicit 
dynamic pressure gradient terms within the momentum equations, employing a time‑splitting 
technique. To ensure local momentum conservation and solution monotonicity, modifications were 
made to the governing equations and the solution approach. In the second phase, through the 
substitution of intermediate velocities and the corrected pressure gradient term from the momentum 
equations into the continuity equation, with the elimination of velocities, a Poisson pressure‑
correction equation was derived. In the discretization stage, an innovation was proposed to compute 
horizontal velocities at the locations where vertical velocities are present, significantly reducing 
computational costs. The equation was then converted into a system of linear equations, which was 
solved implicitly. Comparisons between numerical results and experiments concerning plunging and 
spilling breakers reveal that the developed model satisfactorily simulates the outcomes.

The phenomenon of wave breaking stands as one of the most intricate hydrodynamic processes, captivating the 
interest of numerous researchers over time. Despite the repeated experiments conducted over recent decades 
to understand various aspects of wave breaking, a comprehensive theory that can analyze the position of wave 
breaking and the post-breaking wave shape in all possible situations has not been presented so far.

The presented experimental and analytical methods primarily rely on phase-averaged parameters within 
the wave, including wave height, wavelength, and period. These methods are dedicated to characterizing these 
aspects in both regular and irregular waves at the breaking point. Phase-averaged methods are broadly catego-
rized into two main groups. In the first category, the wave height at the breaking moment is obtained based on 
relationships, with their primary parameter being the ratio of breaking height to wave height in deep water. The 
development of this method was carried out by  Munk1. In the second category of phase-integrated methods, 
when specific geometric proportions prevail on the wave profile, wave breaking occurs. The first description of 
this kind was provided by  Stokes2. The mentioned methods are also classified into two categories based on the 
approach to extracting relationships. The first category is based on analytical relationships. The main assumption 
in these methods is that breaking occurs when the particle velocity, influenced by the wave field, exceeds the 
wave velocity. The most well-known equations in this category were presented by  Michell3 and  Miche4, utilizing 
linear wave theory. Another set of relationships is empirical and based on experimental results. The  Kamphuis5 
equation is an example of such relationships, used to determine the breaking point of waves and applicable to 
irregular waves as well.

As mentioned, the aforementioned methods only provide a general view of the point of wave breaking, 
offering no information about the characteristics of the wave during and after breaking. Another group of these 
methods also describes the characteristics of waves after breaking. Battjes and  Jansen6 were able to develop rela-
tionships that calculate the wave height during and after breaking by combining the modified  Miche4 criterion 
with the concept of energy dissipation due to hydraulic jump occurrence. Dally et al.7, by utilizing the concept of 
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energy and the wave height analog at each depth, formulated a criterion to determine the wave breaking point and 
provided relationships that could predict the wave height after breaking. Although the phase-averaged methods 
can identify the general wave characteristics in the breaking zone, obtaining information about the temporal 
changes in bed shear stress, turbulence intensity, and flow velocity at depth is essential for more detailed studies 
on coastal currents and sediment transport. It is evident that since these methods rely on averaged wave param-
eters in the phase, their application in such cases is always associated with approximations and the acceptance of 
simplifying assumptions in the governing equations. Therefore, the development of numerical methods capable 
of expressing dynamic wave parameters at each moment becomes necessary.

In recent decades, with the rapid advancement of computer technology, models based on the numerical solu-
tion of equations governing wave propagation have rapidly developed. In this particular context, micro-scale 
models, originally designed for research applications, have experienced substantial growth. In these models, the 
tracking of the free surface involves methods like the Marker and Cell (MAC) method, the level set method, and 
the Volume of Fluid (VOF)  method8–12. For example, in the study by Lin and  Liu13, a model was introduced that 
is based on solving flow equations using the VOF method. These mentioned models are capable of simulating 
details of the wave profile before and during breaking, as well as flow details such as turbulence intensity and 
shear stresses. While these techniques can accurately describe wave overturning, they provide more details than 
coastal engineers practically need. Therefore, when these methods are used in coastal areas on a large scale, 
the computations significantly increase. Consequently, for large-scale and practical problems, faster and more 
efficient methods need to be sought.

In recent decades, certain researchers have successfully simulated wave breaking and run-up using non-
hydrostatic models. The first attempt in this direction was made by Zijlema and  Stelling14, who complemented 
the accurate and efficient model of Zijlema and  Stelling15. They introduced a model that accurately simulates 
nearshore phenomena using only two layers. This model combines the momentum conservation method with 
the upwind depth estimation of water at locations corresponding to horizontal velocities in a staggered grid, 
following the approach proposed by Stelling and  Duinmeijer16. Subsequently, Yamazaki et al.17 simulated wave 
breaking and run-up by incorporating the non-hydrostatic term into the equations of shallow water. They applied 
the upwind method to solve the continuity and momentum equations, employing a conservative approach. 
Ai and  Jin18 discretized the advection terms of a non-hydrostatic, multi-layer model by employing a method 
based on momentum conservation. They introduced an innovative grid arrangement and an innovative wet-dry 
algorithm. This model can simulate the propagation, breaking, and run-up of waves. Generally, non-hydrostatic 
models with an appropriate number of vertical layers (10–20 layers) not only accurately determine wave breaking 
without any additional assumptions but can also be used to estimate parameters such as sediment concentra-
tion in depth in fluid-sediment  simulations19,20. This is while, for simulating the propagation of wave breaking 
with strong nonlinear properties and high dispersion after breaking, a solution must be devised using a non-
hydrostatic model employing a finite number of  layers21,22. This is essential to identify the wave-breaking point 
and the accompanying dissipation of energy, integrating them into the main equations.

As the primary objective behind the development of non-hydrostatic models is to estimate parameters related 
to water surface elevation with minimal computational cost and a small number of  layers23, researchers in this 
field have paid less attention to estimating the distribution of parameters in-depth24,25. However, it should be 
noted that this does not imply that non-hydrostatic models are incapable of estimating parameters such as 
velocity distribution in depth. To demonstrate this point, the present model has been developed to estimate the 
distribution of parameters in depth concerning wave breaking. Applying governing equations for simulating 
linear short wave propagation in deep and intermediate water or the propagation of long waves where nonlinear 
terms are less significant does not pose a problem. This is while the use of these equations in problems where 
nonlinear terms are more critical and the water surface in the boundary-fitted grid experiences more pronounced 
oscillations is associated with challenges such as discrepancies in phase and wave height. In some cases, it may 
not effectively simulate the propagation of such waves. The inefficiency of the equations in these simulations is 
attributed to the lack of solution monotonicity and the absence of local momentum conservation. In this study, 
to address this issue, a similar approach to that used in the scalar advection equations was adopted. Applying 
this method for the advection of the velocity vector quantity can alleviate the issues of non-monotonicity and 
lack of local momentum conservation in a non-hydrostatic model. Moreover, the developed model in this study 
has no restrictions on the number of layers, whether few or many. In recent decades, there has been a rising 
trend in employing the Navier–Stokes equations and their simplified forms, such as Bousinesque-type equations 
for simulating wave  propagation26–29. Specifically, solving these equations through the finite volume method 
has gained prominence as an efficient  approach30–35. This paper introduces a non-hydrostatic numerical model 
that solves the complete form of the two-dimensional Reynolds-averaged Navier–Stokes equations. The model 
utilizes the implicit finite volume method coupled with a Godunov-type shock-capturing scheme. In this study, 
the horizontal advective term is discretized and solved during a two-step explicit predictor–corrector algorithm. 
Furthermore, the exact Riemann solver is employed to calculate the relevant fluxes. The primary aim of the cur-
rent research is to estimate parameters at depth using a non-hydrostatic model in scenarios of wave breaking 
where nonlinear terms are significant and the water surface experiences intense fluctuations. To achieve this 
objective, the present model was developed based on the Shirkavand and  Badiei22 model. Increasing the number 
of layers is necessary for parameter estimation at depth, resulting in higher computational costs. Therefore, an 
innovation was proposed in the discretization stage of the current model to significantly reduce computational 
costs. Additionally, the MILUD preconditioner (Modified Incomplete LU factorization restricted to Diagonal) 
was utilized for computations, incurring lower computational costs compared to other preconditioners.
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Methods
Governing equations
The governing equations for simulating free-surface flow consist of the two-dimensional vertical (2DV) 
Reynolds-averaged Navier–Stokes (RANS) equations in incompressible and non-steady form, accounting for 
(P = − ρg(z − η) + ρq)). These equations are expressed as:

Here, P, ρ, g, η, t, and q represent total pressure, water density, gravitational acceleration, water surface 
level, time, and dynamic pressure, respectively. The variables w and u denote velocity components in the z and 
x directions. The horizontal eddy viscosity (νth) is obtained using the  Smagorinsky36 method, while the vertical 
eddy viscosity (νtv) is determined through the k-ε method. In the current model, the dimensionless Smagorinsky 
coefficient (Cs) employed for computing νth has been set within the range of 0.1 to 0.2. Additionally, the adjust-
able constants C1ε, C2ε, σk, σε, and Cμ, which are associated with the production term, dissipation term, Prandtl 
number for turbulent kinetic energy, Prandtl number for turbulent dissipation rate, and eddy viscosity term in 
the k-ε turbulence model, have been set to 1.44, 1.92, 1, 1.3, and 0.09, respectively. It is important to highlight 
that the main techniques utilized in the current study are associated with the terms on the left-hand side of 
Eqs. (2) and (3). Henceforth, to streamline and simplify the equations and prevent unnecessary complexity, the 
presentation of terms on the right-hand side of these two equations will be omitted at different stages of the 
solution process. The vertical velocity at the water surface is determined by applying the kinematic boundary 
condition at the water surface:

Considering the impermeability of the bed, the formulation of the kinematic boundary condition for calculat-
ing the normal velocity at the bed is as follows:

Here, h represents the depth of still water. The dynamic boundary condition at the free surface is set with 
known air pressure, Pa = 0. By equating the total pressure to the air pressure applied at the surface (z = η), the 
dynamic pressure at the surface is obtained:

where ρ0 is the density of water. In the 2DV model, the water surface elevation is one of the unknowns in the 
problem, calculated simultaneously with other unknown parameters. Through the integration of the continuity 
equation concerning the depth of the water and the application of the kinematic boundary conditions at the bed 
and free surface, the differential equation for the water surface elevation was derived:

Grid system
In this study, as depicted in Fig. 1, a boundary-fitted curvilinear grid was utilized, such that the surface and depth 
nodes were aligned with the water’s free surface and the bed, respectively. The vertical layer count remained 
consistent throughout the entire computational domain. The horizontal computational domain was partitioned 
into cells with varying dimensions (∆x). The total water depth (D = h + η) was segmented into several layers in 
this setup. The thickness of the layers (dk) was defined as a coefficient (fk) of the total water depth, i.e., 
dk = fk·D = fk·(η + h), where 0 < fk < 1 and 

∑
k

fk = 1.

The standard staggered grid system was employed to determine the locations of unknowns. Pressures were 
located at the cell centers (indices i and k), horizontal velocities at the right and left edges of cells (indices i + 1/2 
and k), vertical velocities at the upper and lower edges of cells (indices i and k + 1/2), and the free surface eleva-
tion η and bed level -h at the upper and lower edges of each column and its center (index i) (Fig. 2).

Discretization of governing equations and solution algorithm
Simulating phenomena with nonlinear behavior and significant dispersion necessitates employing a pressure 
correction projection approach, which has second-order temporal  accuracy14,15,18. Consequently, the numerical 
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technique adopted in this study involved the pressure correction projection method, which incorporates the 
elimination of velocities and a time-splitting  technique37 for various solution stages. According to this approach, 
the equations were solved in two primary phases. In the first phase, the momentum equation, encompassing 
convection–diffusion terms, the water surface elevation gradient, and the explicit dynamic pressure gradient, 
was solved using a time-splitting algorithm and an appropriate solution approach for each part, yielding inter-
mediate velocities. In the second phase, through the incorporation of intermediate velocities and the gradient 
of the corrected pressure term of the momentum equations into the continuity equation, thereby eliminating 
the velocities, the pressure correction equation—referred to as the Poisson equation—was obtained and solved. 
Finally, using the pressure correction values, the velocity values for the new time step were computed.

In recent years, the projection method coupled with the time-splitting technique in solving the Navier–Stokes 
equations has been widely used. Generally, this method significantly reduces computational complexities in 
multi-dimensional space and enhances the model’s efficiency without compromising computational  accuracy38. 
However, employing the time-splitting method in solving equations for the multidimensional advection of a 
scalar quantity in problems with free surface water fluctuations may encounter issues such as non-monotonicity39. 
To tackle this problem, solutions have been suggested in the literature, including the contributions of  Easter39, 
 Ruddick40, Wu and  Falconer41, and others. It should be noted that in all the mentioned models, the basis of 
the applied modification is the same, such that the continuity equation and the advection equation are solved 
simultaneously in each direction. The differences lie only in the implementation and the method of solving the 
equations, which vary in terms of finite difference and finite volume. Additionally, all models proposed these 
modifications for the advection of scalar quantity. Regarding the propagation of long waves, whether assuming 
hydrostatic pressure or non-hydrostatic pressure, the advection equation does not require modification due to 
slight changes in the water  surface38,42–44. Furthermore, since the modification performed relates to the advection 
term of the momentum equation and is insignificant in the linear shallow water wave propagation, the governing 
equations can simulate linear shallow water wave propagation in deep water without any alteration. However, in 
the problem under investigation in the present study, nonlinear terms are of great importance, and the computa-
tional grid, aligned with the water surface boundary, experiences more severe displacement. Consequently, the 
modeling conducted in this study encounters issues such as non-monotonicity in solutions and the lack of local 
momentum conservation, resulting in discrepancies in wave phase and height. Hence, in this study, to estimate 
parameters at depth and tackle the aforementioned issues using a non-hydrostatic model, a method akin to that 
employed in scalar advection equations was utilized.

The discretization of the momentum conservation equation involves integrating Eq. (1) vertically from zk-1/2 to 
zk+1/2, multiplying the result by u, and subtracting it from the integrated form of Eq. (2) within the specified layer:

Figure 1.  Computational grid layout with a curvilinear coordinate system aligned with the bed and water 
surface boundaries.

Figure 2.  Schematic representation of variables in the computational grid.
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Here, n is the time step index, and Fadv represents the flux arising from the advection of horizontal velocity 
in the x-direction, which will be discussed further. φ, û (advected horizontal velocity computed using the first 
order upwind method), qn+θ, and ω are also defined as follows:

d̂
i+

1
2
,k

 represents the thickness of the k-layer at the cell edge, qn is the value of the dynamic pressure from the 
preceding time step, ∆q represents the pressure correction term, and θ represents the parameter associated with 
temporal discretization. In this study, the implicit Euler method was employed (θ = 1).

In simulating the propagation of waves with high nonlinearity, especially during wave breaking, the momen-
tum equation’s advection terms play a crucial role, and the solution strategy significantly affects the accuracy and 
precision of the results. Among the four advection terms in the momentum equations, the horizontal velocity 
advection in the x-direction is more critical than the others. Therefore, the solution approach for this term differs 
from other advection terms. In the current study, ensuring temporal second-order accuracy involved employing 
a predictor–corrector method. In the prediction stage, the fluxes of the advection term were calculated using the 
original Godunov algorithm with an exact solution for the Riemann initial values presented by  Toro45. In  Toro45’s 
study, the Godunov-type scheme was devised initially for the one-dimensional scenario, yet its extension to 
two-dimensional and three-dimensional cases is straightforward. Additionally, given that in the current model, 
a time-splitting algorithm is utilized to address various equations, it necessitates the independent treatment of 
the horizontal velocity advection term along the horizontal direction. This approach facilitates the utilization 
of the analytical solution of the Riemann problem for flux calculations. Consequently, the implementation of 
the Godunov-type shock capturing scheme employing the Riemann problem solution for this term poses no 
significant challenges.

In the correction stage, a backward method was used. For the other advection terms, a simple upwind method 
was applied. In the prediction stage, the advection term of the horizontal momentum equation was discretized 
as follows:

where upi+1/2,k is the calculated velocity in the prediction stage and Fp−adv
i,k  is the calculated value of the flux 

passing through the cell face in the prediction stage, which is computed using the Godunov method with the 
solution of the Riemann problem:
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Here, uR and uL are the initial values for the conserved variables at the right and left sides of the computational 
cell wall, respectively. After calculating Fp−adv

i,k  and substituting it into Eq. (13) to obtain upi+1/2,k ‘ the final cor-
rection stage yields the flux due to the advection of horizontal velocity in the x-direction:

Similarly, the discretization of the conservative momentum equation in the vertical direction is as follows:

Here, ŵ is the advected vertical velocity employing a first-order accuracy upwind method:

The discretization of the equations as mentioned above ensures the mass and momentum conservation both 
globally and locally and guarantees monotonicity in solution of the nonlinear wave propagation in shallow water, 
along with phenomena such as wave breaking.

Furthermore, the discretization of the mass equation for the water column (Eq. 7) was as follows:

Here, D̂ is the depth of the water at the cell edge, and U
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 is the depth-averaged velocity. 
Calculating D̂ using the upwind method and the equation proposed by Zijlema et al.46 enables the incorporation 
of wet/dry capability into the model.

As previously noted, the solution algorithm employed in the present study is rooted in a projection method 
with a pressure-correction technique. As an initial stage of this algorithm, the intermediate vertical and horizontal 
velocities (w* and u*) are calculated using the vertical and horizontal momentum equations, respectively. It is 
worth noting that this stage involves two components. At the first component of this stage, the terms related to 
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previous time:
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In the second stage, through the substitution of the aforementioned equations into the mass equation, veloci-
ties are eliminated, and the Poisson equation for pressure correction, to calculate ∆q, is obtained:

In which the coefficients A, B, and Sx are defined as:
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By expressing Eq. (24) for cells, the system of linear equations involving dynamic pressure correction vari-
ables was obtained as follows:

Here, A represents a sparse matrix of coefficients with dimensions (Nx × Nz)× (Nx × Nz) , where Nx denotes 
the count of grid cells in the horizontal direction, Nz represents the count of vertical layers. ∆q and b are the vec-
tors of unknowns and knowns, respectively. Almost all computational costs of the model are related to solving 
Eq. (28). Therefore, the discretization method of equations and the selection of an appropriate solution technique 
for it have a significant impact on reducing these costs. Due to the novel discretization applied in Eq. (24), each 
computational cell became associated with only its nine neighboring cells. The primary difference in the current 
model, resulting in Eq. (24), compared to other models, is the method used to calculate horizontal velocities 
at locations of vertical velocities. The conventional approach for computing these velocities involves averaging 
the four horizontal velocities around each point. This procedure leads to the Poisson equation, wherein the 
calculation of each cell is dependent on 15 neighboring  cells47,48. In contrast, Eq. (24) applies Eq. (20) in vertical 
velocity locations and is, therefore, derived by exclusively averaging explicit terms, reducing the dependency 
from 15 to 9 and resulting in a sparser matrix compared to other models. It is evident that Eq. (24) only consid-
ers the existing cells (6 adjacent cells) at the seaward boundary. This reduction in dependencies resulted in a 
sparser coefficient matrix and consequently played a significant role in reducing the computational cost. In this 
study, the linear system defined by Eq. (28) was fully implicitly resolved by employing the bi-conjugate gradient 
method proposed by Van der  Vorst49. Since preconditioning techniques can expedite the convergence of the 
unknowns, the bi-conjugate gradient method, along with an appropriate preconditioner, was employed in this 
study. Various preconditioning methods exist, and one of the well-known ones is the Modified Incomplete LU 
Factorization (MILU)50. Although this preconditioner is very efficient for most systems, it incurs a high com-
putational cost, and implementing it for parallel processing is challenging and less efficient. Additionally, when 
the gradient of the dynamic pressure correction is weak, its convergence is so rapid that the use of a powerful 
preconditioner like MILU is not necessary. Therefore, in such cases, a weaker preconditioner can be used. The 
MILUD preconditioner (Modified Incomplete LU factorization restricted to Diagonal) is a suitable option with 
lower computational costs compared to MILU. Furthermore, parallel processing can be implemented when 
employing the MILUD preconditioner.

After calculating the pressure correction variables, u is computed using Eq. (22), w is obtained from Eq. (23), 
and η is determined using Eq. (19) at the subsequent time step. Additionally, the dynamic pressure at the subse-
quent time step is obtained from qn+1 = qn +�q.

To ensure a stable solution, the Courant stability condition was employed in the form of the following equa-
tion to select the time step:

Here, Cr represents the Courant number. Indeed, meeting this condition ensures the model’s stability. How-
ever, due to the variation in velocity and depth values across different locations during model execution, the 
Courant number is practically constrained to the range of 0.3 ≤ Cr ≤ 0.8, and this restriction was applied to all 
domain elements throughout the execution.

Boundary conditions
The boundary condition at the shoreline is of the wall type, specified by imposing zero velocity at the boundary. 
However, it’s worth noting that due to the sloping bed and the implementation of the wet/dry method, waves 
never reach the terminal computational cells at the shoreline. In dry areas, both velocity and pressure values are 
zero. Generally, the seaward boundary generation process follows these steps: utilizing wave theory equations 
(linear, nonlinear, solitary, etc.), the free surface elevation is initially calculated at each time step, followed by the 
determination of the depth and thickness of boundary cells. Subsequently, using the same wave theory equations, 
the horizontal velocity values at the center of each cell are also calculated. Finally, the flux values at the bound-
ary are determined by multiplying the thickness of each cell by its velocity and then applied to the equations.

Wave breaking simulation
In general, the mentioned equations are adept at simulating the propagation of nonlinear waves beyond the 
coastal region. For the propagation of weak nonlinear waves in intermediate to shallow waters, where pressure 
gradients and particle velocities are low, using a grid with 1 to 3 vertical layers can achieve sufficient accuracy. 
However, with decreasing depth and wave shoaling, as investigated in the current research, the nonlinear property 
increases, simultaneously intensifying vertical gradients in particle velocity. This may result in some inaccuracies 
in simulations using the outlined equations.

Several solutions have been proposed to enhance the accuracy of non-hydrostatic models in circumstances 
with high vertical gradients for detecting wave breaking locations and estimating associated energy dissipation. 
In Smit et al.21’s numerical model, a method was suggested to simulate the propagation of strong nonlinear 
waves in coastal areas using a grid with fewer than 5 layers. According to their approach, the onset of breaking is 
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initially identified, then assuming a hydrostatic pressure distribution and removing vertical accelerations prevent 
water level rise in that area. The method proposed by Smit et al.21 has been incorporated into the current model, 
resulting in modifications to the solution of governing equations. According to this method, waves commence 
breaking when the rate of water level rise ( ∂η

∂t  ) surpasses the product of a steepness coefficient (α) and the wave 
speed (c). By enforcing this condition in each cell, a hydrostatic pressure distribution is applied (q = 0), and the 
vertical momentum equation is not solved (w = 0). The value of α depends on the dynamic wave conditions and 
the vertical resolution used in the model, such that increasing the number of layers increases the value of α. 
After identifying the location of the wave breaking, it is necessary to dissipate the energy generated by the wave 
breaking or to prevent the wave from further cresting. Among the available methods for this purpose, the most 
suitable is the Hydrostatic Front Approximation (HFA)  method51.

In this study, to examine the impact of the HFA method, numerical simulations were conducted both with 
and without the implementation of the method, and subsequently, the results were compared.

Validation of the numerical model
The current non-hydrostatic model aims to estimate the distribution of parameters such as velocity and kinetic 
energy in depth. To evaluate the intended objective, the Ting and  Kirby52 test was utilized. The experimental 
tests by Ting and  Kirby52 were related to spilling and plunging breakers. Figure 3 provides a schematic view of 
the flume in these experiments along with the coordinate system.

In all experiments, the still water depth in the constant-depth region of the wave tank was 0.4 m, and Cnoidal 
waves were generated. For the spilling and plunging breaker, wave heights of 1.25 m and 1.28 m, and wave periods 
of 2 s and 5 s, respectively, were considered. These were the input wave characteristics at the location x = − 10 m 
concerning the starting point of the slope. In the simulation of these tests, discharge values, modified with return 
fluxes, were specified at each layer at the generating boundary based on second order Cnoidal  waves53.

For the computational mesh, a horizontal grid size of ∆x = 0.025 m was used. To accurately capture parameters 
in the depth, 16 layers with equal thickness were considered. The simulation duration was 120 s, and the time 
step (∆t) was set to 0.0025 s.

Following the assessment of the model’s precision in estimating parameters at depth, it was employed to 
enhance the findings of the Beji and  Battjes54 experiments. Initially, the numerical model underwent validation 
using the data reported in the Beji and  Battjes54 study. Subsequently, it was utilized to determine velocity values 
at various depths. Notably, due to the absence of velocity measurements in the Beji and  Battjes54 study, evaluat-
ing the accuracy of the obtained profiles was unfeasible, and these profiles were solely provided to augment the 
experimental study conducted by Beji and  Battjes54. The experimental configuration is depicted in Fig. 4. The 
submerged bar profile includes an upslope with a slope ratio of 1:20, a horizontal crest extending 2 m with a still 
water depth of 0.10 m, succeeded by a downslope with a slope ratio of 1:10. In areas of deep water, the still water 
depth is maintained at 0.40 m. Eight wave gauges, denoted as WG1, WG2, …, WG8, were employed to measure 
the waves. The study encompassed long periodic waves with a frequency of approximately 0.4 Hz, as well as short 
periodic regular waves with a frequency of around 1.0 Hz.

Figure 3.  The bed shape and coordinate system for the breaking of reugular wave on a sloping  beach52.

Figure 4.  Defenition sketch of wave flume and locations of wave  gauge54.
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Results and discussion
In the Ting and  Kirby52 test, in addition to parameters such as water surface elevation (wave height, mean water 
surface level, and wave profile), other parameters like turbulent kinetic energy (k) and horizontal velocity at vari-
ous locations were also presented as time-averaged distributions at depth in both spilling and plunging breaker 
cases. Considering that the tests exhibit significant nonlinear properties and very severe wave breaking, few have 
sought to validate their numerical models with these tests. Most models that have utilized these tests have focused 
on estimating parameters related to the water surface  elevation22,23. Specially, models based on solving the water 
surface elevation (VOF models) have primarily used these tests for  validation8–10. However, it should be noted that 
this does not imply that non-hydrostatic models are incapable of estimating depth-dependent parameters such as 
velocity distributions. To illustrate this assertion, the existing numerical model was employed for the application 
of the Ting and  Kirby52 test in both breaking cases, to estimate the distribution of parameters within the depth.

In this article, initially, to showcase the proficiency of the developed model in estimating water surface eleva-
tion and wave height, a comparison was drawn between measurements from the laboratory model by Ting and 
 Kirby52 and results from the current numerical model. The findings underscored the effectiveness of the current 
numerical model in estimating these parameters (Figs. 5 and 6). It is essential to note that the governing equations 
are solved and discretized using a conservative approach. When there is a high number of layers and factors such 
as diffusion resulting from eddy viscosity and bed roughness are taken into account, wave breaking, akin to a 
discontinuity in the water surface elevation, can be resolved, leading to energy dissipation. However, the precise 
location of breaking and energy dissipation after breaking does not align well with experimental results. Hence, 
it becomes essential to employ a mechanism to identify the breaking location and energy dissipation accurately.

Subsequently, the model’s capability in estimating parameters at depth was assessed. The model output was 
extracted as a time series of turbulent kinetic energy (k) and horizontal velocity (u) before and after the break-
ing point at each layer in the depth. For aligning the numerical model results with laboratory data, the values 
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Figure 5.  Comparison of wave height (upper trend) and set-up (lower trend) in the spilling breaker scenario 
between the Ting and  Kirby52 experimental data (symbols) and results of the current model with and without 
using HFA method (solid line and dotted line).
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of u and k obtained on the Lagrangian grid were first transformed to a fixed-grid or Eulerian grid using linear 
interpolation. Then, by temporally averaging these parameters, the average values of turbulent kinetic energy 
( k ) and horizontal velocity (ū) were calculated. Finally, to conform to the laboratory data, the values of z were 
normalized using the (z − η)/h , ū were normalized using the u/

√
gh , and k were normalized using the 

√
k/gh .

Figures 7 and 8 depict a comparison of the depth-wise distribution of average velocities between the Ting and 
 Kirby52 laboratory data and the outcomes of the current numerical model at various locations for spilling and 
plunging breaker cases, respectively. To assess the influence of the HFA approach, numerical simulations were 
carried out with and without utilizing the method. In all the figures presented regarding the utilization of the 
HFA method, the results for spilling breakers were acquired with α set to 1.4, and those for plunging breakers 
were obtained with α set to 2.2. Moreover, the presented figures depict the outcomes of the Bakhtyar et al.8 model, 
an example of a VOF model, and the Derakhti et al.25 model, which is a non-hydrostatic model.

As observed in the figures, the estimated undertow flow profiles by the current model conform well to the 
measured profiles with very low computational cost (∆x = 0.025 m and 16 vertical layers). This is achieved while 
the computational cost of the Bakhtyar et al.8 model (∆x = 0.015 m and 120 vertical layers) is significantly higher 
than the current model, and its better performance is attributed to the use of a finer grid and the utilization of 
the free-surface VOF method. However, the results obtained from the current model are satisfactory both before 
and well after the breaking point, with only slight discrepancies near the breaking point. Certainly, the main 
reason for this difference lies in the way non-hydrostatic models handle the water surface elevation, calculating 
it as the mass continuity of the water column, which cannot capture the complexities of water surface elevation 
as VOF-based models do. Furthermore, as mentioned earlier, another factor contributing to this difference is the 
nature of the simulated waves, characterized by high nonlinearity and pronounced vertical gradients in particle 
velocity. The findings suggest that using the HFA method helps alleviate this disparity. Moreover, contrasting 
the results with those derived from the non-hydrostatic model developed by Derakhti et al.25, underscores the 
enhanced proficiency of the present numerical model.

Figures 9 and 10 compare the calculated mean kinetic energy ( k ) by the numerical model, respectively, for 
plunging and spilling breakers with the laboratory data from Ting and  Kirby52 and the results of the Bakhtyar 
et al.8 model at various locations.

As evident from the results, the estimated k profile by the developed numerical model shows much better 
agreement both in terms of shape and magnitude compared to the Bakhtyar et al.8 model with the experimental 
data. According to theory, the higher the turbulent kinetic energy, the higher the turbulent viscosity coefficient 
(νt) becomes, resulting in a more uniform velocity profile in the depth. Therefore, the factor influencing the 
uniformization of the velocity profile in depth is the distribution of the turbulent viscosity coefficient (νt). In 
contrast, wave-induced forces such as gradients in radiation stress and mean water surface elevation lead to the 
generation of undertow and curvature in the velocity profile. The balance between these two factors leads to the 
creation of an accurate velocity profile.

As mentioned earlier, for a comprehensive evaluation of the model’s capabilities, the results of the experi-
mental study by Beji and  Battjes54 were utilized. This study is notable for its significant dispersion conditions. 
Initially, the model’s accuracy in predicting the water surface elevation, as reported in the research, was evalu-
ated for both spilling and plunging breaker scenarios (Figs. 11 and 12). As depicted in the figures, the model 
demonstrates a remarkable ability to reproduce the experimental data. Subsequently, after this validation, the 
model was employed to complement the experimental findings of Beji and  Battjes54 by predicting horizontal 
velocity profiles at different depths (Figs. 13 and 14).

Conclusion
In the current research, a non-hydrostatic model was developed to estimate the distribution of hydraulic param-
eters in depth before and after the wave breaking point. The numerical approach employed in the present study 
was the projection method with a pressure-correction technique, incorporating the elimination of velocities 
and a time splitting technique for various solution phases. In the current model, modifications were made to 
the governing equations and the solution approach to locally solve monotonicity and momentum conservation. 
Accordingly, the momentum equations were simultaneously solved with the mass equation. Considering the 
role of the horizontal advection term of horizontal velocities in simulating wave propagation in shallow water, 
especially during wave breaking, a shock-capturing method was utilized to solve this term. The Poisson pressure 
correction equation was also discretized using a novel method, associating the calculation of each cell with only 
its nine neighboring cells.

The simulated experimental tests by this model were undertow tests, in which the model’s capability to esti-
mate variables like turbulent kinetic energy and velocity in depth was evaluated. The results showed that this 
non-hydrostatic model effectively reproduces the distribution of parameters in depth. Therefore, the developed 
model demonstrates the capability to satisfactorily perform simulations for phenomena where the distribution 
of parameters in depth is required, all with low computational costs.
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Figure 7.  Comparison of the normalized average horizontal velocity profiles of the undertow flow at different 
locations both before and after breaking point in the spilling breaker scenario between the Ting and  Kirby52 
experimental data (circles), results of the current model with and without using HFA method (solid line and 
dotted line), results of the Bakhtyar et al.8 model (dashed line), and results of the Derakhti et al.25 model (dash-
dot line).
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Figure 8.  Comparison of the normalized average horizontal velocity profiles of the undertow flow at different 
locations both before and after breaking point in the plunging breaker scenario between the Ting and  Kirby52 
experimental data (circles), results of the current model with and without using HFA method (solid line and 
dotted line), results of the Bakhtyar et al.8 model (dashed line), and results of the Derakhti et al.25 model (dash-
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Figure 10.  Comparison of the normalized average turbulent kinetic energy profiles of the undertow flow at 
different locations both before and after breaking point in the plunging breaker scenario between the Ting and 
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Figure 11.  Comparison of water surface elevation in the spilling breaker scenario between the Beji and  Battjes54 
experimental data (circles) and results of the current model (solid line).
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Figure 14.  Prediction of normalized average horizontal velocity profiles at various locations in the plunging 
breaker scenario of the Beji and  Battjes54 experiment by the current model.
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