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MoBIE: a Fiji plugin for sharing and exploration 
of multi-modal cloud-hosted big image data

M
odern microscopy produces 
massive image datasets that 
enable detailed multi-scale 
analysis and can combine sev-
eral modalities. Visualizing, 

exploring and sharing such data are challenges 
both during the execution of a research project 
and after publication to enable open access. 
To this end we have developed MoBIE, a Fiji1 
plugin for multi-modal big image data sharing 

and exploration. It supports visualization of 
multi-scale data of heterogeneous dimension-
ality (that is, combined 2D, 3D or 4D data) and 
several-terabyte image data, as well as the explo-
ration of image segmentations, corresponding 
measurements and annotations. MoBIE uses 
next-generation image file formats, such as 
OME-Zarr2, that enable access to multi-scale 
data on local or cloud storage, permitting the 
transparent sharing and publication of data 

without the need to run a web service. In addi-
tion, MoBIE allows users to easily configure 
and share fully reproducible ‘views’ of their 
data. MoBIE has enabled integration of multi-
ple modalities and open access for data from 
different domains of the life sciences. This 
includes data from studies in developmen-
tal biology3 (Fig. 1a), correlative microscopy, 
high-throughput screening microscopy4, plant 
biology and spatial transcriptomics5 (all Fig. 1c).  
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Fig. 1 | An overview of MoBIE. a, MoBIE user interface. Image data, tables 
and views can be accessed from local and/or cloud storage. The image viewer 
(BigDataViewer) shows the image data and the interactive tables display features 
associated with segmented objects, image regions or spot data. Scatter plots 
visualize table columns; segmented objects can be rendered in 3D. Navigation 
and selection are synchronized between all four viewer elements. Here, we show 
gene clustering on top of the electron microscopy data from the Platynereis atlas3. 
The cells corresponding to a cluster are selected in each viewer element. b, MoBIE 
workflow. After data collection users can create a MoBIE project with the Fiji plugin 

or the python library. More data can be added continuously after the project is 
created. The MoBIE Fiji plugin can access this data either through the file system 
or object storage. Users can save any viewer configuration as a view and share the 
saved views with collaborators or use them to build interactive and reproducible 
figures. c, Example applications. MoBIE can represent data from many different 
modalities, including published data from correlative light-electron microscopy, 
high throughput screening microscopy4, light microscopy time series and spatial 
transcriptomics5. The panels from a and c are available as views within MoBIE and 
can be opened via the “Open Published MoBIE View” command in Fiji.
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Further applications can be found in Sup-
plementary Note 8 and Supplementary Figs. 
1–4. Video tutorials for MoBIE are available at 
https://www.youtube.com/@MoBIE-Viewer 
and documentation at https://mobie.github.io/.

MoBIE is implemented using existing tools 
wherever possible, in particular BigData-
Viewer6 (BDV) and ImgLib2 (ref. 7). It extends 
BDV’s functionality to efficiently stream data 
from remote storage, conveniently man-
age an arbitrary number of images and add 
a menu to select and control sources, views 
and navigation. It inherits and extends BDV’s 
functionality for on-the-fly transformations, 
which enable registering multi-modal data 
without the need to resample it. Transforma-
tions can be obtained externally or within 
MoBIE itself. MoBIE also supports joint visu-
alization of 2D and 3D (time-lapse) data and 
different image-blending modes. We have 
further added interactive display of segmen-
tation results with support for different color 
maps, 3D object rendering, and display of 
tabular data associated with the individual 
segments, which enables fast visual inspec-
tion of derived measurements — for example, 
cell sizes or gene expression levels. Tables can 
also be associated with regions — for exam-
ple, high-throughput screening microscopy 
data arranged on a plate (Fig. 1c). We sup-
port spot data with associated tables — for 
example, gene detections in spatial transcrip-
tomics (Fig. 1c). The tables can be searched, 
sorted and used for coloring or to generate 
scatter plots. The objects in the image, the 
corresponding table row and the point in 
the scatter plot are linked so that they can be 
navigated in synchrony. We have also imple-
mented an annotation mode that can be used 
to add table columns with user observations. 
Users can import and export table data from 
tab-separated value files — for example, to 
visualize analysis results within MoBIE. The 
full MoBIE state can be captured as a view 
to share it with collaborators or to create an 
interactive figure panel. Fig. 1a and Fig. 1c are 
created with MoBIE and are available as inter-
active views. See Supplementary Note 3 for 
a detailed description of all MoBIE features.

To access data with MoBIE, it must be organ-
ized according to the MoBIE project speci-
fication (see also Supplementary Note 5). A 
‘project’ consists of ‘datasets’ that contain all 
data that can be loaded in a single MoBIE 
instance: image data, tabular data and a JSON 
file specifying the dataset layout. The project 
can be stored either locally or on object stor-
age; metadata and tables can also be hosted 
on GitHub for version control. The Fiji plugin 

can access projects from these configurations, 
which enables the use of MoBIE to access and 
share data throughout the full life cycle of a 
project: when the data is accessible only to a 
single researcher or institution, accessible to a 
research collaboration or published and freely 
accessible (see also Fig. 1b). MoBIE projects 
can be created either using the Fiji plugin, pro-
viding a convenient graphical user interface, 
or a python library, providing full flexibility 
and support for large data.

Overall, MoBIE enables scientists to seam-
lessly access, explore and share their massive 
microscopy data through all stages of a pro-
ject in a convenient Fiji plugin. We are working 
with online archives to support on-demand 
access of public image data through MoBIE 
and have provided some proofs of concept 
(Supplementary Note 9). Furthermore, we  
are convinced that many of MoBIE’s features 
are of general use and aim to contribute  
its functionality into core components  
such as BDV. To promote cross-tool acces-
sibility, we plan to standardize select MoBIE 
specifi cations — for example, transforma-
tions, views and tables — within OME-Zarr. 
This integration will enable other tools, such  
as Viv8, webKnossos9 or Neuroglancer10 (see 
Supplementary Note 1 for an overview of 
related tools), to access the same data and 
views as MoBIE.

Code availability
MoBIE is open source and available under a 
BSD-Clause 2 license at https://github.com/
mobie/mobie-viewer-fiji. More tools and 
repositories are available at https://github.
com/mobie.
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