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Eddy activity in the Arctic Ocean projected to 
surge in a warming world

Xinyue Li    1, Qiang Wang    1  , Sergey Danilov    1,2, Nikolay Koldunov    1, 
Caili Liu1, Vasco Müller1, Dmitry Sidorenko1 & Thomas Jung    1,3

Ocean eddies play a critical role in climate and marine life. In the rapidly 
warming Arctic, little is known about how ocean eddy activity will change 
because existing climate models cannot resolve Arctic Ocean mesoscale 
eddies. Here, by employing a next-generation global sea ice–ocean model 
with kilometre-scale horizontal resolution in the Arctic, we find a surge 
of eddy kinetic energy in the upper Arctic Ocean, tripling on average in 
a four-degree-warmer world. The driving mechanism behind this surge 
is an increase in eddy generation due to enhanced baroclinic instability. 
Despite the decline of sea ice, eddy killing (a process in which eddies are 
dampened by sea ice and winds) will not weaken in its annual mean effect 
in the considered warming scenario. Our study suggests the importance 
of adequately representing Arctic eddy activity in climate models for 
understanding the impacts of its increase on climate and ecosystems.

Mesoscale eddies are ubiquitous small-scale swirling motions in the 
world ocean1—sometimes called the weather of the ocean. Despite their 
small size, ocean eddies are crucial for transporting heat, salt, carbon, 
oxygen and nutrients in the ocean and regulating air–sea feedbacks, 
which in turn have a substantial impact on the Earth’s climate and eco-
systems2–8. Satellite altimetry records reveal that ocean eddy activity 
increased by 2–5% per decade in eddy-rich regions of the world ocean 
from 1993 to 20209. High-resolution climate model simulations project 
that ocean surface eddy kinetic energy (EKE) will continue to intensify 
in most of the eddy-rich regions in response to future warming, except 
for the North Atlantic10. However, existing knowledge of possible future 
changes in ocean eddy activity in the Arctic, the region undergoing 
some of the most dramatic climate change, is very limited partly due to 
the difficulty in simulating Arctic Ocean mesoscale eddies with a typi-
cal size of about ten kilometres or smaller11–15. Resolving these eddies 
requires kilometre-scale resolutions, which are far beyond the capa-
bility of the Coupled Model Intercomparison Project (CMIP6) models 
that were used to inform the last IPCC Assessment Report. Moreover, 
available observations of Arctic eddies are severely limited due to the 
remoteness, harshness and sea ice coverage of the Arctic Ocean16.

Despite being sparse in space and time, the available observa-
tions of Arctic Ocean eddies do indicate that eddies play a crucial role 
in Arctic halocline properties and marine ecosystems, specifically by 

transporting water masses with varying properties between Arctic 
continental shelves and the deep basin17–19. Eddy fluxes may also be 
one of the main factors influencing freshwater storage and circulation 
strength in the Beaufort Gyre20,21, the largest freshwater reservoir in the 
Arctic, which is relevant to climate22–25. Sea ice, a unique feature in high 
latitudes, contributes to the dissipation of near-surface eddies and 
prevents their growth26. Sea ice decline may thus lead to an increase 
in Arctic eddy activity26–29. It has been argued that eddy activity in the 
western Arctic strengthened in response to increases in freshwater 
content over the past two decades on the basis of estimates of ocean 
energy budget28. At the same time, it was suggested that the increase of 
baroclinic instability and eddy activity in the Beaufort Gyre is relatively 
small due to the spatial expansion of the gyre during its spin-up30. There 
is therefore still a lack of consensus about current changes in eddy 
activity in the western Arctic. Long-term changes in eddy activity in 
other Arctic regions are even less well understood.

Over the past few decades, the lower atmosphere in the Arctic has 
been warming at an alarming rate31,32. At the same time, Arctic sea ice 
has undergone a notable decline33,34. Warming signals are also evident 
in various regions and depth ranges of the Arctic Ocean35–39. These 
marked changes in the atmosphere, sea ice and ocean in the Arctic are 
interrelated40. As the Arctic physical environment continues to change, 
there is reason to expect that the eddy activity in the Arctic will change 
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2095 shows that small-scale motions are dramatically enhanced at the 
ocean surface, with velocity magnitudes similar to those at 50 m deep. 
Not only is the eddy velocity considerably intensified at the surface; 
it is also notably higher at a depth of 50 m than in 2015 (Fig. 1d,e). In 
the absence of sea ice cover, surface eddies are somehow smeared by 
winds, especially in the eastern Eurasian Basin and Canada Basin on 
the considered day (Fig. 1d).

In the eddy-present simulation, Arctic EKE in the upper 200 m 
experiences a striking, continuous increase throughout the twenty-first 
century (Fig. 2a) along with the well-known sea ice decline (Fig. 2d). EKE 
is projected to increase in both the Eurasian and Canada basins. By bet-
ter resolving mesoscale eddies in the Arctic basin, the eddy-rich simula-
tions show an even more pronounced increase in Arctic EKE. The mean 
EKE in the upper 200 m of the Arctic Ocean shows a significant trend of 
(1.39 ± 0.07) × 10−4 m2 s−2 per decade (P < 0.01) in the eddy-rich simula-
tions over the three time slices (2012–2015, 2052–2055 and 2092–2095), 
while the trend in the eddy-present simulation calculated for the same 
periods is only about half, with a value of (0.70 ± 0.03) × 10−4 m2 s−2 per 
decade (P < 0.01). According to the eddy-rich simulations, the EKE in 
the upper 200 m for 2092–2095 is approximately three times higher 
than that for 2012–2015 in the Arctic Ocean and the Canada Basin, and 
about four times higher in the Eurasian Basin.

We observed a future increase in EKE in both the 0–100 m and 100–
200 m depth layers, with the increase more pronounced in the upper 
layer (Extended Data Fig. 1a). Similarly, the mean EKE both in the surface 
mixed layer and above the halocline base depth exhibits an upward trend 
in a warming climate (Extended Data Fig. 1b). The increase in mean EKE is 
larger in the surface mixed layer, consistently showing that EKE increases 
more noticeably closer to the ocean surface. At the end of the twenty-first 
century, the Arctic surface EKE is expected to increase by approximately 

in concert. The level of understanding that the scientific community 
has about the evolution of Arctic Ocean eddy activity is not commen-
surate with the importance of Arctic climate change.

This study aims to help close the gap in the understanding of how 
and why Arctic Ocean eddy activity will change in a warming world.  
To achieve this, we used a global multi-resolution sea ice–ocean model 
(FESOM2)41 to conduct simulations at two different resolutions in the 
Arctic Ocean: eddy-present (4.5 km) and eddy-rich (1 km). We quanti-
fied changes in Arctic eddy activity from the present to the end of the 
twenty-first century in a four-degree-warmer world and found that 
eddy activity in the upper Arctic Ocean will markedly intensify in the 
future—even more so than in eddy-rich regions of other parts of the 
world ocean.

Long-term evolution of Arctic Ocean eddy 
activity
A strikingly clear picture of how Arctic Ocean eddy activity will change 
in a warming world can be obtained by examining randomly chosen 
daily snapshots of modelled ocean currents for the years 2015 and 2095. 
On 27 December 2015, for example, the Arctic basin is entirely covered 
by sea ice, whereas on 27 December 2095, there are only very small areas 
of sea ice remaining in the Arctic (Fig. 1c,f). In the presence of compact 
sea ice in 2015, eddy activity at the ocean surface is very low (Fig. 1a). 
This is because sea ice friction spins down existing surface eddies and 
prevents the growth of new ones42. At 50 m deep, coherent eddies are 
abundant along the Eurasian continental slope, in the Beaufort Sea, and 
in some areas of the deep basin in the present-day climate (Fig. 1b). This 
contrast in eddy activity between the surface and subsurface is typical 
for present-day conditions and, as we will see below, will change fun-
damentally in a +4 K warmer world. The velocity field on 27 December 

a 27 December 2015 Surface b 27 December 2015 50 m c 27 December 2015

d 27 December 2095 Surface e 27 December 2095 50 m f 27 December 2095

10–2 10–1

Horizontal velocity (m s–1) Ice concentration (%)
0 20 40 60 80 1004 × 10–1

Fig. 1 | Intensification of Arctic Ocean currents and eddy activity in a warming 
climate. a–f, Snapshots of ocean currents and eddy activity at the surface (a,d) 
and at 50 m deep (b,e) from a global sea ice–ocean simulation with a resolution 
of 1 km in the Arctic. The right column shows the corresponding Arctic sea ice 
concentration (c,f). The upper row is for 27 December 2015 (present-day), and 

the bottom row is for 27 December 2095 (approximately +4 K warmer world). 
This figure is intended only for illustrative purposes; refer to other figures for 
quantitative representations of the changes in the ocean. Credit: background 
image, NASA Earth Observatory.
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15 times the standard deviation (σ) of the historical surface EKE in both 
the eddy-present and eddy-rich simulations (Fig. 2b).

Eddy generation
In the present-day climate, EKE in the upper 200 m is higher in the 
Fram Strait, in the vicinity of the Eurasian continental slope, along the 
Lomonosov Ridge and in the southern Beaufort Sea and Barents Sea 
than in other Arctic regions (Fig. 3a). These well-known eddying regions 
are characterized by topographically steered currents of Atlantic and 
Pacific waters30,43, where high conversion rates from eddy available 
potential energy to EKE (TBC) are found (Fig. 3b). Our projections indi-
cate that the regions with relatively high EKE in the current climate will 
experience the most pronounced increases in EKE (Fig. 3a,c). Consistent 
with the increases in EKE, TBC will increase most strongly in these regions 
(Fig. 3b,d and Extended Data Fig. 2a,b). In regions with relatively low 
eddy activity in the current climate, such as the Lincoln Sea, EKE and 
TBC are not projected to strongly increase.

TBC is projected to increase the most noticeably in the upper ocean 
(Extended Data Fig. 3). In a warmer world, the isopycnal slope in the upper 
50 m of the northern Eurasian Basin will steepen due to the upper Arctic 
Ocean freshening in a warming climate (Extended Data Fig. 4a–g), which 

can be partly attributed to sea ice meltwater and increased precipitation 
and river runoff44–46. In the latitude band of the Atlantic Water boundary 
current, where the increases in TBC and EKE are more pronounced, the 
isopycnal slope in the upper ocean is flatter during 2092–2095 (Extended 
Data Fig. 4a–g). This suggests that a future decrease in sea ice friction 
at the ocean surface can enhance eddy growth and the conversion of 
potential energy to EKE. This effect of sea ice decline has been previously 
demonstrated through linear instability analysis under varying ocean 
surface friction conditions26. Similar impacts of sea ice decline on eddy 
growth are also expected for the western Arctic.

The simulated increase in TBC in the Canada Basin is consistent with 
the increase in available potential energy due to the inflation of the 
Beaufort Gyre with low-salinity water (Extended Data Fig. 4h–n). The 
increase in freshwater storage in the Beaufort Gyre in a warming climate 
can be attributed to both the strengthening of the hydrological cycle 
and the modulation of surface ocean circulation by sea ice decline47.

Eddy killing
Ocean surface friction due to winds and sea ice can considerably dampen 
eddies and remove energy from the ocean on spatial scales where eddies 
are found—a phenomenon called eddy killing26,48–50. This raises the 
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Fig. 2 | Long-term changes in EKE, energy spectrum and sea ice extent. a, Time 
series of mean EKE over the upper 200 m of the Arctic Ocean (pink), the Canada 
Basin (blue) and the Eurasian Basin (green) in the eddy-present simulation (solid 
lines) and in the three time-slice simulations with eddy-rich resolution (solid lines 
with circles; 2012–2015, 2052–2055 and 2092–2095). b, Change of surface EKE 
relative to the mean over 1985–2015 and normalized by the standard deviation 
of EKE in 1985–2015 from the eddy-present simulation (solid line) and eddy-rich 
simulations (solid lines with circles). c, Energy spectrum <E> of Arctic Ocean 
surface currents as a function of filtering wavenumber k in two periods of the 

eddy-rich simulations: 2012–2015 (cyan) and 2092–2095 (orange). d, Time series 
of annual mean, September and March sea ice extent in the Arctic Ocean in the 
eddy-present simulation (thick lines) and in observations (obs.) (thin lines, from 
the National Snow and Ice Data Center). The standard errors estimated for the 
observed annual, September and March sea ice extent are 0.012, 0.017 and  
0.010 million km2, respectively. e, Indication of analysed regions with bathymetry  
as the background: Arctic Ocean (pink), Canada Basin (blue) and Eurasian Basin 
(green). The white dashed line indicates the 500-metre isobath, which sets the 
southern boundary of the two deep basins.
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question how the decline of Arctic sea ice will contribute to changes in 
EKE. To address this question, we evaluated the power input EPCg

ℓ  (defined 
in equation (4) in Methods) that is associated with ocean surface stress 
induced by wind and sea ice. The kinetic energy spectrum for the surface 
ocean shows a peak at about 50 km for both the 2012–2015 and 2092–
2095 periods (Fig. 2c). Also considering that Arctic surface eddies have 
a mean diameter of about 10 km (ref. 51), we take 50 km to approximate 
the upper bound of eddy scales. The EPCg

ℓ  values at ℓ = 50 km therefore 
represent eddy power induced by ocean surface stress.

During the months of February to May, most of the Arctic area is 
covered by compact sea ice with a concentration of over 90% in both 
the 2012–2015 and 2092–2095 periods, while the Arctic Ocean is pro-
jected to be nearly ice-free from August to November in 2092–2095 
(Extended Data Fig. 5). Despite the lower sea ice concentration during 
February to May in 2092–2095 than in 2012–2015, perhaps somewhat 
counterintuitively, eddy killing becomes stronger (Fig. 4a). In fact, dur-
ing this part of the year, EKE is removed at a rate of 0.17 mW m−2 over 
the Arctic Ocean averaged in 2092–2095, which is about 40% higher 
than what is found for 2012–2015. The enhanced eddy killing can be 
explained by intensified eddy activity associated with a higher eddy 
generation rate. In other words, as long as sea ice is present that is still 
sufficiently compact to dissipate eddies, an increase in eddy generation 
will be accompanied by an increase in eddy killing. During August to 
November, eddy killing becomes weaker by 27% in 2092–2095 than in 
2012–2015. This is because almost no sea ice is left during that part of 
the year in 2092–2095 (Extended Data Fig. 5). With sea ice absent, EKE is 
removed by winds, a process that has been found to be very important 
for the ocean energy budget along major currents of the world ocean50.

The spatial patterns of EPCg
ℓ  at the scale of 50 km demonstrate 

that eddy killing is strongest where the eddy generation rate and EKE 

are high (Figs. 3 and 4b–e). The seasonal cycle in eddy killing is clearly 
enhanced in a warming climate, with strengthening in eddy killing 
during the ice-covered part of the year (Fig. 4b,d) and weakening from 
August to November (Fig. 4c,e). Although the surface power on scales 
smaller than 50 km is negative when averaged over the Arctic (Fig. 4a), 
it is positive in some shallow shelf seas when sea ice is absent  
(Fig. 4c,e). Note, in this context, that the baroclinic Rossby radius in 
the shelf seas is even smaller than in the Arctic deep basin13; therefore, 
in these areas, mesoscale eddies and thus the associated surface power 
are not properly resolved with 1 km resolution. Under climate warm-
ing, the annual average eddy killing in the Canada Basin and the eastern 
Eurasian Basin increases where the EKE becomes higher, and the 
increase does not show spatial correlation with changes in wind speeds 
(Extended Data Fig. 2). This indicates that the response of eddy killing 
to rising ocean eddy activity overshadows the impact of changes in 
wind speeds. Eddy killing weakens in certain regions with rising EKE, 
such as the western Eurasian Basin, because it also changes in response 
to sea ice decline.

Eddy generation versus eddy killing
The difference in monthly TBC between 2012–2015 and 2092–2095 can 
explain the difference in the monthly EKE of the upper 200 m very well 
(Fig. 5a–f). Notably, the largest increase in the total EKE occurs in fall 
and winter, which corresponds to the largest rise in TBC. The changes 
in eddy power (EPCg

ℓ  at ℓ = 50 km), which show increased eddy killing 
in winter and decreased eddy killing in fall, act to modulate the mag-
nitude of the seasonal variability in the total EKE of the upper 200 m. 
The future increase in eddy power loss inside the Canada Basin is larger 
than that in TBC in winter, while the winter EKE is still projected to 
increase (Fig. 5c,f). This can be explained by strongly enhanced eddy 
generation near the shelf break in the western Arctic (Fig. 3). These 
shelf-break eddies shed into the Canada Basin, leading to an increase 
in eddy activity in the region18.

By comparing the magnitudes of eddy power and EKE sources, it 
becomes evident that the Arctic Ocean eddies will undergo a regime 
shift in a warming world. In 2012–2015, TBC in the upper 200 m of the 
Arctic Ocean amounted to 0.10 mW m−2, while the surface eddy power 
was about −0.09 mW m−2. The similarity in their magnitudes reflects a 
regime of eddy activity predominantly controlled by sea ice. However, 
in 2092–2095, TBC is expected to increase to 0.26 mW m−2, while the 
surface eddy power will amount to about −0.11 mW m−2. The reduced 
ratio of surface eddy power to TBC indicates a regime reminiscent of 
what is currently found in the midlatitudes, where eddy killing is due 
to winds (not sea ice)50. The notable increase in the average TBC by a 
factor of 2.6, alongside an enhancement in the average eddy killing by 
approximately 20%, suggests that the main factor driving the future 
increase in Arctic Ocean eddy activity is the enhanced eddy generation 
rather than changes in eddy killing.

However, eddy killing by sea ice does dramatically influence eddy 
activity at the ocean surface. In both periods, the seasonal cycle of 
the surface EKE is highly correlated with sea ice area, but not with TBC 
(Extended Data Fig. 6), which demonstrates the direct impacts of sea ice 
friction on surface eddy activity. Therefore, while the future evolution 
of the mean EKE in the upper 200 m is to a larger extent determined by 
future increases in energy sources, the surface eddy activity will still 
be constrained by seasonal sea ice coverage. As a direct illustration, 
snapshots of ocean currents on 13 April in 2015 and 2095 indicate that 
surface eddy activity on both days is heavily suppressed by sea ice fric-
tion, even though eddy activity at 50 m deep is considerably higher in 
2095 than in 2015 (Extended Data Fig. 7).

Discussion
On the basis of new simulations with a kilometre-scale sea ice–ocean 
model, we show that Arctic EKE in the upper 200 m is projected to 
triple in a +4 K warmer world relative to current conditions. Long-term 

0–200 m EKE (m3 s–2) 0–200 m TBC (mW m–2)

a 2012–2015 EKE b 2012–2015 TBC

c 2092–2095 EKE d 2092–2095 TBC

10–2 10–1 100 –0.5 0 0.5

Fig. 3 | Increase in EKE and baroclinicity in a warming world in eddy-rich 
simulations. a–d, EKE (left) and TBC (right) integrated over the upper 200 m. The 
values for 2012–2015 are shown in a,b; those for 2092–2095 are shown in c,d.
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surface kinetic energy input on all scales smaller than ℓ. The solid lines and the 
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ℓ .  

b–e, The spatial patterns of EPCg
ℓ  at ℓ = 50 km in February–May in 2012–2015 (b), 

August–November in 2012–2015 (c), February–May in 2092–2095 (d) and 
August–November in 2092–2095 (e). On the basis of the energy spectrum (Fig. 2c)  
and observed eddy size, we take ℓ = 50 km as the upper bound of eddy scales,  
so b–e depict EKE loss (negative) due to surface stress in the deep basin area 
where mesoscale eddies are resolved with 1 km resolution.
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changes in EKE outside the Arctic Ocean are most pronounced in 
eddy-rich regions, such as the Antarctic Circumpolar Current, the 
Kuroshio Current and the Brazil and Malvinas currents10. The surface 
EKE in these regions was projected to increase by 3–6 times the standard 
deviation of the historical surface EKE (σ) in a +4 K warmer world10. We 
found that the surge in Arctic surface EKE amounts to approximately 
15 times σ. This dramatic increase in the normalized surface EKE can 
be attributed to both the strong increase in surface EKE in the future 
and weak eddy activity and variability in the current climate. This sug-
gests that a truly transformative increase in surface eddy activity will 
occur in the Arctic.

The driving mechanism behind the future increase in Arctic Ocean 
eddy activity is an increase in eddy generation rather than a decrease in 
eddy killing. The increase in eddy generation can be attributed to both 
the rise in available potential energy associated with the accumulation 
of freshwater and the reduction in sea ice cover, which facilitates eddy 
growth. Eddy killing, in contrast, exhibits differing behaviour across dif-
ferent seasons. In a warming climate, eddy killing tends to strengthen 
during the ice-covered part of the year and weaken in summer and fall. 
As a result, the annual mean eddy killing does not change much in the 
future. On the seasonal timescale, the seasonal cycle of sea ice cover 
remains the dominant factor influencing the seasonal variability of 
eddy activity at the ocean surface.

In the past, the Arctic Ocean was considered to be relatively ‘qui-
escent’ due to low variability associated with mesoscale eddies in the 
interior of the basin16. However, our results suggest that this region 
will experience much more energetic mesoscale variability and mean 
flows due to climate change. Considering the known impacts of Arc-
tic eddies18,19,28,29, the energized Arctic Ocean—which will come with 
intensified eddy transports of heat, carbon, oxygen and nutrients, 
and stronger modulation of heat and gas exchange between the ocean 
and atmosphere—could reshape the role of this region in climate and 
marine ecosystems. A better understanding of these changing pro-
cesses is needed in future studies.

The quantitative results derived from our simulations have 
uncertainties due to, for example, the absence of atmosphere–ocean 
dynamic coupling, the use of constant ocean–ice drag coefficients and 
the relatively short length of the eddy-rich simulations. As a result, the 
future increase in Arctic Ocean eddy activity is probably underesti-
mated in our simulations (see the discussions in Methods). To provide 
more accurate predictions regarding future changes in Arctic Ocean 
circulations on different spatial scales, dedicated efforts are required 
to reduce model uncertainties.
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Methods
Description of model simulations
We employed the Finite-Volume Sea Ice–Ocean Model version 2 
(FESOM2), which is a global ocean general circulation model formu-
lated on unstructured triangular grids41. It performs similarly to its 
predecessor version in simulating the global ocean and sea ice but has 
a much higher computational efficiency52–54. Past studies have success-
fully utilized FESOM2 to study mesoscale eddy activity in the Arctic 
Ocean16,43. Its unstructured grids allow one to use variable resolution 
and concentrate computational resources in chosen regions, thus 
reducing the overall computational cost.

Two model configurations were used in this study. The first one 
resolves mesoscale eddies in the deep basin area of the Arctic Ocean. 
It has a horizontal resolution of 1 km in the Arctic Ocean and 30 km 
elsewhere, and 70 unevenly spaced vertical layers with 5 m resolution 
in the upper 100 m. The second one is marginally eddy permitting in the 
Arctic Ocean. It has a horizontal resolution of 4.5 km in the Arctic Ocean 
and 48 vertical layers. The second configuration, although relatively 
coarse, is much finer than state-of-the-art CMIP6 models, which have 
a typical ocean resolution of about 30 to 50 km in the Arctic. We call 
the simulation using 1 km resolution the ‘eddy-rich simulation’ and the 
one using 4.5 km resolution the ‘eddy-present simulation’.

We first performed the eddy-present simulation from 1958 to 2100 
starting from the Polar Science Center Hydrographic Climatology data-
set (PHC3.0)55. We then interpolated the ocean and sea ice model results 
at the end of 2009, 2049 and 2089 obtained from the eddy-present 
simulation onto the 1-km-resolution model grid. Three time slices of 
the eddy-rich simulation were performed starting from these initial 
conditions separately for six model years each—that is, 2010 to 2015, 
2050 to 2055 and 2090 to 2095. The first two years of each time slice were 
considered a re-spin-up, and the last four years were used in our analysis.

The atmospheric forcing and river runoff used to drive the simu-
lations were derived from the CMIP6 simulation result of the coupled 
climate model AWI-CM56, comprising the historical period (1958–2014) 
and the SSP585 future scenario (2015–2100)57. This CMIP6 simula-
tion reasonably reproduced the past climate in its historical period58, 
including air temperature in the Arctic region59. In the SSP585 scenario, 
this CMIP6 simulation projects that the global mean surface air tem-
perature will increase by around 4 K in the 2090s above the 2000–2015 
level58, very similar to the multi-model-mean result of CMIP6 mod-
els60. With this forcing, our FESOM2 simulation can well reproduce the 
satellite-observed decline in Arctic sea ice extent (Fig. 2d). The Arctic 
Ocean will become ice-free (having less than one million square kilome-
tres of sea ice) in September in the 2050s in our simulation, consistent 
with the CMIP6 multi-model-mean result61. The atmospheric forcing 
fields have a spatial resolution of T127 (about 100 km in the meridional 
direction; about 100 km at the Equator and 27 km at 75° N in the zonal 
direction) and a temporal resolution of three hours.

In our simulations, the calculation of wind stress incorporates the 
relative motion between wind and ocean surface speed. For consist-
ency with the AWI-CM simulations, we used constant ice–ocean and 
ice–air drag coefficients. The implications of employing forced sea 
ice–ocean model simulations and constant sea ice drag coefficients for 
the representation of eddy activity are discussed below in the section 
on the uncertainty in model simulations.

Calculation of EKE
The Reynolds averaging method can be used to split the total kinetic 
energy (TKE) of a fluid flow into its mean kinetic energy (MKE) and EKE 
components. The MKE represents the energy associated with the mean 
flow, while the EKE represents the energy associated with the turbulent 
or eddy fluctuations in the flow. Ocean velocity can be decomposed 
into a time mean (indicated by overbars) and an eddy part (indicated 
by primes), u = (u, v) = (u + u′, v + v′) . EKE is then calculated as the 
following:

EKE = TKE −MKE = 1
2 (u

2 + v2) − 1
2 (u

2 + v
2) = 1

2 (u
′2 + v′2). (1)

u2  and v2  are monthly means obtained directly from model output. 
u  and v  are seasonal three-month means. Using longer-period running 
means would add seasonal variability of kinetic energy to EKE.

Besides calculating mean EKE in fixed depth ranges, we also cal-
culated mean EKE in the surface mixed layer and in the depth range 
above the halocline base depth (Extended Data Fig. 2). The calculation 
of mixed layer depth and halocline base depth follows previous stud-
ies62,63 as explained in Extended Data Fig. 2.

Although Reynolds averaging is the most popularly used method 
to calculate EKE, it categorizes high-frequency variability of surface 
currents, induced directly by high-frequency wind variability, as 
eddy signals. To address this issue, we employed the coarse-graining 
method64 to decompose kinetic energy into different spatial scales, 
considering only the kinetic energy on scales smaller than 50 km as 
EKE (see the details in the section on ‘Energy spectrum’ below). The 
coarse-graining method also has its limitations. It requires the selec-
tion of a spatial scale threshold to determine the EKE, and in our case, 
we chose the location of the maximum in the energy spectrum. While 
most of the observed Arctic Ocean eddies are smaller than 50 km, 
there are some that exceed this scale. If we were to use a larger thresh-
old, a portion of the kinetic energy associated with mean currents 
would be included in the EKE calculation. Both methods therefore 
offer approximate estimations of EKE. Considering the nature of 
high-frequency wind variability and the potential for overestima-
tion of ocean surface EKE using the Reynolds averaging method, the 
coarse-graining method provides a more accurate quantification 
of ocean surface EKE, given that the majority of Arctic eddies are 
smaller than 50 km.

We found that the magnitude of the seasonal variability of Arctic 
surface EKE is considerably overestimated with the Reynolds averaging 
method compared with the result obtained with the coarse-graining 
method (Extended Data Fig. 8a,b). We therefore show the seasonal 
ocean surface EKE calculated using the coarse-graining method in 
Extended Data Fig. 6a–c. We also found that with either calculation 
method, the long-term trend of EKE remains statistically significant 
and is not obscured by seasonal variability.

We also calculated normalized ocean surface EKE as done in the 
previous study on future EKE changes in lower latitudes10:

EKEnormalized =
EKE − EKEhist

σ
, (2)

where EKEhist  represents the mean EKE in the historical period of 1985–
2014 in the eddy-present simulation and the mean EKE in 2012–2015 in 
the eddy-rich simulation. σ refers to the standard deviation of EKE in 
the historical period of 1985–2014 in the eddy-present simulation and 
the range (maximum minus minimum) of EKE in 2012–2015 in the 
eddy-rich simulation. The latter is taken as an approximation of EKE 
variability because the time-slice simulation is too short to be used to 
compute standard deviation. In the eddy-present simulation, the range 
of EKE in 2012–2015 is larger than the standard deviation in 1985–2014, 
so the normalized EKE in the eddy-rich simulation might be underes-
timated in our approximation. The normalized ocean surface EKE is 
about 15 by the end of the twenty-first century in both the eddy-present 
and eddy-rich simulations (Fig. 2b), indicating that the increase in 
surface EKE is at least 15 times the historical magnitude of EKE interan-
nual variability.

Eddy killing
To quantify the surface flux of kinetic energy associated with eddies 
and ocean surface stress (also called eddy power), one way is to use 
Reynolds averaging:
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EPRey = τ ⋅ u − τ ⋅ u = τ′ ⋅ u′, (3)

where τ is ocean surface stress, u is ocean surface velocity, overbars 
indicate temporal means and primes indicate temporal fluctuations. 
As shown in Extended Data Fig. 8c,d, this traditional measure EPRey is 
positive in many areas, even in the current climate conditions with 
year-round sea ice cover in the central Arctic, thus failing to capture 
eddy killing. It has been noticed that this measure also cannot capture 
eddy killing by winds in other parts of the world ocean50.

We therefore used spatial averaging to diagnose eddy killing as 
suggested by ref. 50:

EPCg
ℓ = ⟨τ ⋅ u⟩ℓ − ⟨τ⟩ℓ ⋅ ⟨u⟩ℓ, (4)

where 〈…〉ℓ represents low-pass filtering in space, which is practically 
realized through applying coarse-graining with the filter scale ℓ. EPCg

ℓ  
represents the surface kinetic energy flux on scales smaller than ℓ. 
When ℓ is the spatial scale representing the upper bound of eddy size 
for most of the eddies, then the corresponding EPCg

ℓ  can be considered 
eddy power input by surface stress. A negative value indicates that EKE 
is removed and eddies are killed. As shown in Fig. 4b–e, eddy power 
EPCg

ℓ  is predominantly negative, successfully demonstrating eddy kill-
ing by ocean surface stress.

Averaging EPCg
ℓ  over the Arctic Ocean for each filter scale ℓ, we can 

get Arctic mean EPCg
ℓ  as a function of the filter scale as shown in Fig. 4a. 

On average, on spatial scales smaller than the threshold scale corre-
sponding to the minimum value of EPCg

ℓ , kinetic energy is removed from 
the ocean. On scales larger than the threshold scale, the ocean gains 
kinetic energy from surface stress.

We calculated equation (4) using daily ocean surface stress and 
ocean surface velocity data from the model. We saved total ocean 
surface stress on each model grid cell but did not output its proportions 
under sea ice and in the open ocean on each model grid cell separately. 
Therefore, EPCg

ℓ  is the ocean surface kinetic energy flux associated with 
the total surface stress. We note that the individual contributions from 
sea ice and open ocean (direct winds) on each model grid cell to EPCg

ℓ  
cannot be rationally separated even when we have surface stress pro-
portions under sea ice and in the open ocean on each model grid cell 
separately, because the ocean surface velocity u on the model grid cell 
is influenced by the total ocean surface stress in the coupled sea ice–
ocean system.

The above-mentioned technical issue does not prevent us from 
understanding changes in eddy killing associated with sea ice decline. 
We chose a season (February to May) when most of the Arctic Ocean 
area is covered by relatively compact (over 90% concentration) sea ice 
in both 2012–2015 and 2092–2095 (Extended Data Fig. 5). The eddy 
killing in this season can be considered to be mainly associated with 
sea ice cover. The other season chosen is from August to November, 
which features a sea ice concentration of about 80% on average in 
2012–2015 and is ice-free in 2092–2095 (Extended Data Fig. 5). The 
difference in eddy killing in this season between the two climate sce-
narios can be considered a change from eddy killing dominated by sea 
ice to eddy killing just by winds. Sea ice concentration influences the 
surface kinetic energy flux not only through the relative contributions 
from sea ice and direct winds but also through the compactness and 
immobility of sea ice. Sea ice internal stress is an exponential function 
of sea ice concentration, which explains the very low, negative EPCg

ℓ  
values even on large spatial scales in February to May in 2012–2015 (Fig. 
4a). The compact winter sea ice in these months blocks kinetic energy 
input to the ocean even on large spatial scales.

Energy spectrum
To estimate the spatial scales of surface eddies, we calculated spectral 
energy density. The kinetic energy contained in spatial scales larger 
than ℓ is

ℰ = 1
2 |⟨u⟩ℓ|

2. (5)

By differentiating the coarse kinetic energy ℰ, we can get kinetic 
energy content at different scales—that is, the spectral energy 
density65,66

⟨E(kℓ)⟩ =
d
dkℓ

{ℰ} = −ℓ2 d
dℓ {ℰ}, (6)

where kℓ = 1/ℓ is the filtering wavenumber and { ⋅ } represents spatial 
averaging. As shown in ref. 65, 〈E(kℓ)〉 is equivalent to the traditional 
Fourier spectrum when applying Fourier analysis is possible. Daily 
velocity is used in the above analysis.

Extended Data Fig. 9 depicts the power spectral density for the 
Arctic surface kinetic energy for 2012–2015 (dashed blue line) and 
2092–2095 (dashed red line). In both periods, the spectrum does not 
show a peak that allows us to identify the spatial scale of mesoscale 
eddies. The reason is that the width of the circumpolar boundary current 
has a scale with a lower bound close to 100 km, which masks the upper 
spatial scale of mesoscale eddies in the spectrum. When we remove the 
coarse energy on scales larger than 100 km before calculating the spec-
trum, the peaks emerge, located at about 50 km in both periods 
(Extended Data Fig. 9, solid lines; also in Fig. 2c). Reinforced by the fact 
that observed Arctic eddies have a typical size of about 10 km in diam-
eter51, we take 50 km as the eddy scale below which surface kinetic 
energy flux (that is, EPCg

ℓ=50km) is considered to be associated with eddies.
As depicted in Fig. 4a, the threshold scales corresponding to the 

minimum EPCg
ℓ  values are larger than 50 km. In ice-free months in 2092–

2095, the threshold scale is 60 km and close to the eddy scale we esti-
mated. This supports previous studies on eddy killing in lower latitudes 
that simply took the threshold value as the eddy scale50. In the seasons 
with sea ice cover in the Arctic Ocean, the threshold scale corresponding 
to the minimum EPCg

ℓ  values is not a proper approximation for eddy scales.

Coarse-graining method
In this study, we applied the coarse-graining method to compute EPCg

ℓ  
and energy spectrum as described above. For a field φ(x), its 
coarse-grained field can be obtained via

⟨φℓ(x)⟩ = Gℓ ∗ φ(x), (7)

which involves convolution (∗) and a normalized filter kernel Gℓ(r)64. 
The above equation can be interpreted as a spatial average over an area 
of diameter ℓ centred at x, so 〈φℓ(x)〉 contains only length scales larger 
than ℓ. The filter kernel is defined as

Gℓ(r) = A
1
2 (1 − tanh

|r| − ℓ
2

L0
) , (8)

where L0 is set to 2 km considering our horizontal resolution of 1 km. 
The normalization factor A ensures ∑Gℓ(r) = 1.

Energy conversion rate
The conversion rate from eddy available potential energy to EKE is 
calculated using Reynolds averaging67:

TBC = −gw′ρ′, (9)

where g is the acceleration of gravity, w′ is the temporal fluctuation 
from the mean vertical velocity and ρ′ is the temporal fluctuation from 
the mean density.

There is no well-established dynamic framework for diagnosing 
eddy conversion rates using spatial averaging, so we still use the 
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temporal averaging as in equation (9) in this study. A comparison 
between TBC based on temporal averaging and eddy killing EPCg

ℓ  based 
on spatial averaging does not allow us to fully close the budget for EKE. 
However, as argued in ref. 50, comparing these two terms can still 
inform us on how important eddy killing is.

Calculation of linear trend
The linear trend of the top 200 m mean EKE in the Arctic Ocean was deter-
mined by analysing the annual mean EKE in 12 years (2012 to 2015, 2052 to 
2055 and 2092 to 2095) for both the eddy-rich and eddy-present simula-
tions. By using the same years for estimating the linear trend in both 
simulations, we can make a direct and fair comparison between them. 
To evaluate the statistical significance of the linear trend, we calculated 
the P value on the basis of the t statistic for the two-sided hypothesis test.

Changes and impacts of mean energy
Not only will the Arctic Ocean EKE increase in a warming climate, but its 
MKE will increase as well (Extended Data Fig. 10). Overall, this results 
in an increase in TKE. The increase in MKE can be attributed in part 
to enhanced surface kinetic energy input from the atmosphere to 
the Arctic Ocean. Figure 4a illustrates that the ocean gains kinetic 
energy starting from smaller spatial scales in 2092–2095 compared 
with 2012–2015, with the magnitude of surface kinetic energy input on 
large scales being larger in 2092–2095, especially in the ice-free season. 
In the CMIP6 atmospheric forcing used in our study, Arctic average 
wind speeds for 2092–2095 are about 12% larger than for 2012–2015, 
which can contribute to the enhanced surface kinetic energy input 
across the Arctic. However, the future kinetic energy input on large 
scales is estimated to be more than twice that in the current climate 
conditions (Fig. 4a). We therefore propose sea ice decline to be the 
primary reason for the future increase in surface kinetic energy input. 
Part of the MKE could convert to mean available potential energy, 
indirectly contributing to the increase in EKE67.

We also found that the energy conversion rate from MKE to EKE 
averaged in the Arctic Ocean is negative, indicating energy transfer 
from mesoscales to mean flows. This transfer will become larger in 
2092–2095 than in 2012–2015, but its difference between these two 
periods is approximately seven times smaller than the difference in TBC.

Uncertainty in model simulations
Sea ice and the ocean are dynamically coupled in the model, so eddy 
killing by sea ice is consistently simulated. However, the atmosphere 
is not dynamically coupled with the ocean, and the EKE lost to the 
atmosphere cannot be seen by the ocean again in our forced simula-
tions. This could result in overestimation of eddy killing by winds48. 
Therefore, quantitatively, our simulated future increase in Arctic eddy 
activity represents the lower bound of possible future increases for the 
considered climate scenario. Considering that the simulated EKE can be 
underestimated by about 30% without the atmospheric feedback68, and 
on average during half of the time eddy killing is dominated by direct 
wind stress in the Arctic in 2092–2095, we estimate that the EKE in the 
upper 200 m in 2092–2095 (15% higher than the simulated value) is 
about 3.5 times the EKE in 2012–2015, instead of 3 times as estimated in 
the main text. Despite this possible underestimation, our simulations 
provide a first-order estimate for future Arctic Ocean eddy activity 
changes under sea ice decline. Parameterizations for ocean current 
feedback in forced simulations have been suggested before68, but the 
parameters are valid for non-polar seas. Parameterizations suitable for 
partially ice-covered model grid cells are warranted to help improve 
model representation of air–ocean coupling in forced simulations.

The eddy-rich simulations were initialized from the results of the 
eddy-present simulations, and only two years of eddy-rich simulations 
in each period were considered as a model re-spin-up. The relatively 
short re-spin-up period might cause some uncertainties in the analysed 
model results.

Observations indicate that there is a considerable level of uncer-
tainty in the estimates of drag coefficients69, and larger uncertainty 
is expected in the future changes in sea ice roughness and ice–ocean 
drag coefficients. Using constant sea ice drag coefficients is currently 
a common practice in climate simulations, but previous studies sug-
gest that the reduction in sea ice roughness associated with thinner 
sea ice could lead to a decrease in ice–ocean stress and momentum 
transfer70. This reduction in ocean surface friction may weaken eddy 
killing and promote eddy growth. Therefore, because we used constant 
ice–ocean drag coefficients in our simulations, we may have underes-
timated future increases in eddy activity in the Arctic Ocean. However, 
the reduction in overall momentum transfer to the ocean associated 
with thinner sea ice could also indirectly affect eddy activity through 
its influence on ocean circulation and water mass distribution. It is 
necessary to improve ice–ocean drag coefficient and sea ice rough-
ness parameterizations (particularly under low-ice-concentration 
conditions69,71) and apply them in model simulations, thus ultimately 
reducing uncertainties in the simulations.

Data availability
The model data used to produce the paper figures are available at 
https://doi.org/10.5281/zenodo.10020010 (ref. 72).

Code availability
The model code used for the simulations is available at https://doi.
org/10.5281/zenodo.4742242 (ref. 73).
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Extended Data Fig. 1 | EKE in two depth ranges, mixed layer and above 
halocline base from the 1 km resolution simulations. (a) The solid and dashed 
lines represent the mean EKE in the top 100 m and in the 100-200 m depth 
range, respectively. (b) The solid and dashed lines represent the mean EKE in the 
mixed layer and above halocline base depth, respectively. We compute mixed 

layer depth as the depth at which the potential density differs by 0.1 kg/m3 
from the surface density, and halocline base depth as the depth where the ratio 
of temperature-induced vertical density gradient to salinity-induced vertical 
density gradient reaches 0.05. The pink, blue, and green lines depict the EKE of 
the Arctic Ocean, Canada Basin and Eurasian Basin, respectively.
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Extended Data Fig. 2 | Difference of EKE, baroclinicity, surface power and wind speeds between 2092-2095 and 2012-2015 in eddy-rich simulations.  
The difference of (a) EKE, (b) baroclinicity, (c) surface power at 50 km spatial scale, and (d) wind speeds (2092-2095 minus 2012-2015).

http://www.nature.com/natureclimatechange


Nature Climate Change

Article https://doi.org/10.1038/s41558-023-01908-w

Extended Data Fig. 3 | Hovmöller diagram of baroclinicity in Eurasian basin (a) and Canada basin (b). The 4.5 km resolution simulation is shown in the background, 
while the 1 km resolution simulation is depicted with small squares for the three time slices.

http://www.nature.com/natureclimatechange


Nature Climate Change

Article https://doi.org/10.1038/s41558-023-01908-w

Extended Data Fig. 4 | Temperature, salinity and sigma-0 in two transects in 
different climate scenarios. (b,c,d) and (i,j,k) for 2012-2015. (e,f,g) and (l,m,n) 
for 2092-2095. The locations of the transects are marked by the blue lines in a and 
h. For the transect in panel a, the white dashed and solid lines represent the 0.5°C 
and 4°C isotherms in panel b,e; the 30 and 34 psu isohalines in panels c and f, and 
the isopycnals of 24 and 27 kg/m3 in panels d and g. The Atlantic Water boundary 
current is mainly located in the latitude range between 82.5°N and 85°N in this 
transect, where the isopycnal slope is flatter in 2092-2095. For the transect in 

panel h, along 75°N across the central Canada Basin, the white dashed and solid 
lines represent the -1°C and 1°C isotherms in panel i,l; the 32 and 33 psu isohalines 
in panels j and m, and the isopycnals of 25.5 and 26.5kg/m3 in panels k and n. This 
figure indicates that the Beaufort Gyre will accumulate more freshwater, thus 
possessing higher available potential energy, in the future warming climate. 
Sigma-0 refers to the density of water in kg/m3 when brought adiabatically to the 
surface, with 1000 kg/m3 subtracted.
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Extended Data Fig. 5 | Arctic sea ice concentration. a,c Mean Arctic ice concentration for February to May (Feb.-May) during (a) 2012-2015 and (c) 2092-2095.  
b,d Mean over August to November (Aug.-Nov.) during (b) 2012-2015 and (d) 2092-2095.
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Extended Data Fig. 6 | Seasonal cycle of ocean surface EKE, sea ice area (SIA) 
and baroclinicity in eddy-rich simulations. a,b,c: Seasonal cycle of ocean  
surface EKE in [blue] 2012-2015 and [orange] 2092-2095 for (a) Arctic Ocean,  
(b) Eurasian Basin and (c) Canada Basin. d,e,f: Seasonal cycle of SIA in the two 
periods for (d) Arctic Ocean, (e) Eurasian Basin and (f) Canada Basin. g,h,i: Seasonal 
cycle of baroclinicity in the two periods for (g) Arctic Ocean, (h) Eurasian Basin 
and (i) Canada Basin. The correlation coefficients between ocean surface EKE 

and SIA are -0.92, -0.90 and -0.56 in 2012-2015 for the Arctic Ocean, Eurasian 
Basin and Canada Basin, respectively. They are -0.88, -0.90, -0.79 in 2092-2095. 
All the correlations are significant at the 95% confidence level. The significant 
anticorrelation between EKE and SIA indicates the direct impact of seasonal sea 
ice on EKE at the ocean surface. On seasonal time scales, ocean surface EKE is not 
correlated with baroclinicity.
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Extended Data Fig. 7 | Arctic Ocean currents and eddy activity in different 
climates. Snapshots of ocean currents and eddy activity (a,d) at surface and (b,e) 
50 m depth from a FESOM simulation with 1 km resolution. The right column 
is the corresponding Arctic sea ice concentration (c,f). The upper row is for 

13th April, 2015, and the bottom row is for the same day but in 2095. This figure 
indicates that eddy activity ‘at ocean surface’ is low in months with sea ice cover 
even in a warmer climate, despite that eddy activity is enhanced at depth.  
Credit: background image, NASA Earth Observatory.
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Extended Data Fig. 8 | Arctic Ocean surface EKE obtained from two 
calculation methods and surface power using the Reynolds averaging 
method. Seasonal cycle of Arctic Ocean surface EKE in the two periods obtained 
from two calculation methods: (a) Reynolds averaging and (b) coarse-graining. 

Spatial pattern of surface power using the Reynolds averaging method: (c) 
2012-2015 and (d) 2092-2095 periods. The definition is given in equation 3 in the 
Method section.

http://www.nature.com/natureclimatechange


Nature Climate Change

Article https://doi.org/10.1038/s41558-023-01908-w

Extended Data Fig. 9 | Energy spectrum of Arctic Ocean surface currents in 
two different periods of the eddy-rich simulations. The blue lines denote the 
2012-2015 period, while the red lines represent 2092-2095. Solid lines with dots 

show the case when energy on scales coarser than 100 km is removed before 
computing the spectrum; dashed lines show the case when coarse energy  
is not removed.
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Extended Data Fig. 10 | Total kinetic energy (TKE, left) and mean kinetic energy (MKE, right) integrated over the upper 200 meters. a,b, for the period of  
2012-2015. c,d, for the period of 2092-2095.
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