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Multidimensional behavioral 
profiles associated with resilience 
and susceptibility after inescapable 
stress
Benedito Alves de Oliveira‑Júnior *, Danilo Benette Marques , Matheus Teixeira Rossignoli , 
Tamiris Prizon , João Pereira Leite  & Rafael Naime Ruggiero *

Clinical depression is characterized by multiple concurrent symptoms, manifesting as a complex 
heterogeneous condition. Although some well-established classical behavioral assessments 
are widespread in rodent models, it remains uncertain whether rats also display stress-induced 
depression-related phenotypes in a multidimensional manner, i.e., simultaneous alterations in 
multiple behavioral tests. Here, we investigated multivariate patterns and profiles of depression-
related behavioral traits in male Wistar rats subjected to inescapable footshocks (IS) or no-shocks 
(NS), followed by a comprehensive battery of behavioral tests and ethological characterization. 
We observed generalized stronger intra-test but weaker inter-test correlations. However, feature 
clustering of behavioral measures successfully delineated variables linked to resilience and 
susceptibility to stress. Accordingly, a noteworthy covariation pattern emerged, characterized by 
increased open field locomotion, reduced time in the elevated plus maze open arms, lower sucrose 
preference, and increased shuttle box escape failures that consistently differentiated IS from NS. 
Surprisingly there is little contribution from forced swim. In addition, individual clustering revealed 
a diversity of behavioral profiles, naturally separating NS and IS, including subpopulations entirely 
characterized by resilience or susceptibility. In conclusion, our study elucidates intricate relationships 
among classical depression-related behavioral measures, highlighting multidimensional individual 
variability. Our work emphasizes the importance of a multivariate framework for behavioral 
assessment in animal models to understand stress-related neuropsychiatric disorders.
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Major depressive disorder is the leading cause of disability worldwide, affecting more than 320 million people1, 
and imposing a substantial economic burden2. Clinical depression is diagnosed and characterized by the simulta-
neous presentation of multiple symptoms, spanning affective, motivational, somatic, sensorimotor, and cognitive 
domains, which manifests as complex and symptomatically heterogeneous conditions3. A considerable portion of 
patients do not respond or respond only after several different treatment attempts4. Given the necessity for more 
precise therapeutic strategies, the delineation of distinct clinical biotypes holds promise for enhancing treatment 
accuracy and efficacy5,6. Hence, understanding the etiological mechanisms underlying this symptomatic diversity 
is imperative for developing more effective therapeutic interventions. In this context, modeling these complex 
clinical semiologies in animal models is essential7.

The majority of studies investigating aspects of depression in animal models focus on stress-induced effects8–10. 
Among these models, the learned helplessness model, characterized by impaired escape performance follow-
ing inescapable shocks, has been established as a valid paradigm affecting a constellation of psychobiological 
domains with translational relevance to depression11,12. Classical behavioral tests, such as the forced swim (FST), 
sucrose preference (SPT), elevated plus maze (EPM), open field (OF), and social interaction (SIT) are extensively 
employed in animal models as assessments of depression-like and anxiety-like behaviors due to their established 
predictive validity, verified by their sensitivity to stress and antidepressants. However, for translational research 
to account for the heterogeneity of clinical disorders, modern initiatives such as the Research Domain Criteria 
(RDoC13,14) advocate that experimental models should not attempt to reproduce diagnoses such as “depression” 

OPEN

Department of Neuroscience and Behavioral Sciences, Ribeirão Preto Medical School, University of São Paulo, 
Ribeirão Preto, São Paulo, Brazil. *email: benedito.oliveira@usp.br; rafaruggiero@gmail.com

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-024-59984-7&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |         (2024) 14:9699  | https://doi.org/10.1038/s41598-024-59984-7

www.nature.com/scientificreports/

or “anxiety”, but rather, that distinct behavioral measures are related to specific dimensions that represent specific 
underlying neurobiological systems (e.g., arousal, positive valence, negative valence, sensorimotor, cognitive, and 
social processes), and should therefore be investigated independently at first and then examined how multiple 
dimensions can be linked, forming multidimensional associations. At the same time, these eminent depression-
related behavioral variables quantified in these tests can also be embodied in the common broad construct of 
resilience, the adaptive coping or recovery from stress, versus susceptibility, the manifestation of stress-induced—
usually maladaptive—alterations15. However, because these tests are commonly studied separately, it remains 
unclear whether rodents manifest depression-related susceptibility phenotypes in a multidimensional manner 
(e.g., low social interaction, anhedonia, and helplessness simultaneously) similar to the concurrent manifestation 
of multiple symptoms in humans.

In the literature, there is a notable unclearness in findings regarding the relationships between behavioral 
variables associated with depression in rodents. For instance, Strekalova et al.16 reported an association between 
sucrose preference and immobility in the FST, but Stepanichev et al.17 observed no correlation. Additionally, 
Kompagne et al.18 showed that chronic mild stress increased measures of social anxiety but decreased innate 
anxiety. In another important example, Brown et al.19 reported no association between shuttle box (SB) shock-
escape performance and FST escape behavior. In this sense, the punctual use of few behavioral tests to distin-
guish depressive-related phenotypes seems to generate inconsistent results and may not be able to capture more 
multifaceted profiles. To address this issue, a multivariate behavioral assessment using a broad set of behavioral 
tests can be a valuable approach. Multivariate analysis allows for the extraction of intrinsic patterns from data 
that are not captured by group averages or are not obvious through conventional analysis. For decades, vari-
ous multivariate analysis techniques have been used to provide a richer ethological characterization of animal 
behavior20–24. Examples of how some of these techniques have been applied to animal behavior include: (1) to 
reduce dimensionality and identify components or factors that represent the individual or combined contribu-
tion of variables to the phenotype, such as factor analysis and principal component analysis21,25–27; (2) to group 
variables according to similarity, such as cluster analysis20,24, 28, (3) to characterize the structure of behavior based 
on sequences of events over time, such as transition matrix analysis, adjusted residual analysis, and T-pattern 
analysis22–24, 29, 30. Such approaches have provided valuable insights into individual variability in preclinical ani-
mal models, allowing the identification of phenotypic subgroups in models of stress-related neuropsychiatric 
disorders and enriching their translational aspects26–28, 31–33. Despite the potential of these techniques, there are 
still few studies using this approach to assess multiple behavioral categories in test batteries26,27, 31, 34–36, especially 
in a preclinical context27,31. Moreover, while some studies investigated specific relationships and latent factors 
across behavioral dimensions, a description of the behavioral profiles that emerge in the aftermath of footshock 
stress is still lacking.

This study aimed to explore the associations between a wide range of behavioral variables in rats exposed to 
acute inescapable footshocks (IS) or no shocks (NS) and investigate patterns of covariation across these measures 
and how they characterize multidimensional depressive-related phenotypes. We found that feature clustering and 
joint variation patterns segregated behavioral variables related to susceptibility or resilience to stress. Further-
more, a covariation pattern weighting collectively on increased locomotion in the OF, reduced time in the open 
arms of the EPM, reduced sucrose preference, and increased escape failures in the SB, consistently differentiated 
IS from NS and predicted helpless rats, whereas, notably, FST behaviors had no significant relevance. Finally, we 
discovered distinctive phenotypic clusters that naturally discriminated IS and NS rats, including subpopulations 
entirely characterized by susceptibility or resilience to stress, indicating a multidimensional individual variability 
in stress-coping styles.

Results
A single‑day session of acute inescapable shocks promotes long‑term helplessness and dis‑
criminates between helpless (H) and not helpless (NH) individuals
In order to investigate the relationships among diverse behavioral dimensions, we subjected rats to a compre-
hensive battery of behavioral tests recognized for their relevance to depression and anxiety research. These 
measures were evaluated following a single session of either inescapable shocks (IS) or no-shocks (NS) (Fig. 1).

Initially, we evaluated the univariate results by comparing the IS and NS groups (see Fig. 2). The IS group 
exhibited lower escape performance in the SB (escape failures: U = 693.5, p < 0.0001; latency to escape: U = 743, 
p = 0.0013; Fig. 2A). Furthermore, a significant difference between the groups was observed in the acoustic startle 
test (U = 627, p = 0.0342). Interestingly, no differences between groups were detected in other behavioral measures 
widely associated with depressive-like phenotypes (p > 0.05), such as immobility time in the FST (t(43) =  − 0.0993, 
p = 0.9213), social interaction (t(43) = 0.0618, p = 0.9509), or sucrose preference (t(43) =  − 1.5454, p = 0.1295).

Noteworthy, both NS and IS groups exhibited considerable individual variability in the behaviors measured 
across all tests. To evaluate behavioral changes associated with helplessness, we used escape performance in 
the SB to classify individuals as either ‘H’ (helpless) or ‘NH’ (non-helpless). To achieve this, we employed an 
unsupervised clustering analysis using the k-means algorithm. The optimal number of clusters was determined 
to be two clusters (Fig. 2B). We found a significant difference in the number of H and NH individuals between 
IS and NS, in which the H cluster encompassed 51.1% of the population (n = 23/45, X2

(1) = 12.2443, p = 0.0004, 
chi-squared test, Fig. 2C), with the majority of these individuals (86.9%, n = 20/23) coming from the IS group. 
Notably, the NH cluster accounted for 48.9% of the population (n = 22/45) and primarily consisted of NS indi-
viduals (63.6%, n = 14/22).
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Feature clustering distinguishes behavioral variables associated with susceptibility and resil‑
ience to stress
To evaluate how the most relevant variables from all behavioral tests are related, we measured the correlation 
between them and performed hierarchical clustering. The dendrogram generated by hierarchical clustering 
indicates the emergence of two major clusters (Cophenetic coefficient: 0.6182, Fig. 3A). Notably, variables linked 
with stress resilience (see Supplementary Table 1 for the classification of behavioral variables), such as climbing in 
the FST and time spent in the open arms of the EPM, are grouped distinctively from those associated with stress 
susceptibility, such as immobility in the FST and time spent in the closed arms of the EPM. This result reveals 
that despite weak inter-test correlations, feature clustering could significantly assemble most susceptibility-related 
variables, separating them from resilience-related variables ( X2

(1) = 15.0818, p = 0.0001, Fig. 3B). Notably, through 
a data permutation approach, where fewer observations or variables were randomly selected, it was confirmed 
that the separation between susceptibility- and resilience-related variables occurs significantly in most of the 
iterations with partitioned data (permutation of observations: 62.96% significant; permutation of variables: 
62.25% significant, Fig. 3C, top). In contrast, such a distinction was largely absent when analyzing shuffled data 
(permutation of observations: 0.15% significant; permutation of variables: 0.46% significant, Fig. 3C, bottom). 
These findings strongly indicate that the grouping of variables is not random but rather corresponds to two 
clearly defined behavioral profiles.

Meanwhile, we observed that behavioral variables are more correlated within tests than between tests, indi-
cating that all behavioral parameters analyzed from a single test correspond to a well-defined behavioral dimen-
sion (Fig. S1). Hierarchical clustering based on sign-independent distance was able to significantly separate the 
behavioral tests (Cophenetic coefficient.: 0.2748; X2

(25) = 101.1548, p < 0.0001, Fig. S1A). Similarly, as shown by 
factor analysis, seven factors suffice to capture latent covariation corresponding to the six behavioral tests, with 
each factor showing high loadings only across variables of the same test (Fig. S1B,C). These results indicate that 
behavioral variables of a single test have a precise delimitation and represent a single behavioral domain unit, 
despite indicating a more comprehensive multivariate covariation related to overall resilience versus susceptibility.

Multidimensional patterns of covariation across behavioral measures discriminate resilience 
and susceptibility
Considering that variables exhibit distinct patterns of organization based on their covariation, our subsequent 
objective was to explore these patterns utilizing principal component analysis (PCA). This analytical technique 
enables the identification of dominant patterns of covariation that explain the most variance in the dataset. 
Furthermore, we sought to elucidate how these multivariate patterns correlate with overall resilience and sus-
ceptibility. PCA is particularly advantageous for exploring potential underlying effects in datasets with extensive 
information. Using all the behavioral variables the PCA unveiled that the primary source of data variation is 
accounted for by the first three principal components, exceeding what would be expected from shuffled data 
(PC1: 15.01%; PC2: 14.84%; PC3: 12.21%; cumulative variance: 42.06%; Fig. 4A). Importantly, the first PCs dis-
criminate between NH and H individuals in feature space (Fig. 4B). Additionally, they significantly differentiate 
between the NS and IS groups (PC2: t(43) =  − 2.810, p = 0.007; PC3: t(43) = 2.147, p = 0.037, Fig. 4C). Noteworthy, 
PC2 exhibits higher loadings on helplessness- and other susceptibility-related variables, such as escape failures 
(SB [Escape Failures], coeff. = 0.34) and time in closed arms of the EPM (EPM [Closed Arms], coeff. = 0.19), 
while exhibiting lower loadings on resilience-related variables, such as swimming in the FST (FST [Swim.], 
coeff. =  − 0.03) and sucrose preference (SPT [D1, Suc. Pref. %], coeff. =  − 0.33, Fig. 4D). Notably, PC1 and PC3 

Figure 1.   Experimental design. Schematic illustration of the inescapable footshock procedure and behavioral 
test battery. Illustration made with Inkscape software package37.
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exhibit lower contributions from escape performance in the SB (PC1: coeff. =  − 0.21; PC2: coeff. =  − 0.21) and 
have opposing loadings of FST (e.g., FST [immob.]: PC1, coeff. = 0.39; PC3, coeff. =  − 0.18), indicating inde-
pendent variability in both domains. Finally, we also fitted a linear discriminant model (LDM) on PC scores to 
predict helpless individuals. We observed better classification performances from the original data compared to 
shuffled data, with significant improvements by including PC2 (accuracy(data) = 0.894, accuracy(shuffled data) = 0.662, 
p = 0.007, LDA) and PC3 (accuracy(data) = 0.907, accuracy(shuffled data) = 0.656, p = 0.037, LDA, Fig. 4E). Collectively, 
these results demonstrate that most of the variation in the data is explained by the first components of the PCA, 
and these components capture the separation between NH and H individuals, as well as between susceptibility 
and resilience variables.

To evaluate the reliability of the multidimensional covariation patterns identified by PCA, we conducted cor-
relations between the principal components (PCs) derived from the complete dataset and those from randomly 
partitioned data. Our analysis indicated that the PCs derived from the complete dataset consistently emerged 
in the partitioned data with reduced observations (Fig. S2A), but not in the shuffled data (Fig. S2B). Addition-
ally, by selecting the most similar PC to the whole dataset PC for every iteration, we observed a consistently 

Figure 2.   A single-day session of acute inescapable shocks promotes long-term helplessness and discriminates 
between helpless (H) and not helpless (NH) individuals. (A–H) Representative behavioral measures from 
each test. Comparison between inescapable shocks (IS, n = 23) versus no shock (NS, n = 22) groups, shown in 
orange and gray violin plots, respectively, and between H (n = 28) versus NH (n = 17) clusters, shown in red and 
blue violin plots, respectively. Note that footshocks do not promote differences between group means in most 
behavioral tests. However, they can increase variance in the shocked group and lead to a high proportion of 
helpless animals, as indicated by a high number of escape failures and high escape latency. Nevertheless, even 
when comparing helpless and non-helpless animals, there were no differences between group means in most 
behavioral tests. (I) Unsupervised k-means clustering of H and NH rats by number of escape failures and mean 
latency to escape. (J) Proportion of individuals from each experimental group forming the H and NH clusters. 
Student’s t-test: *p < 0.05; ***p < 0.001; ****p < 0.0005; *****p < 0.0001. Levene test for equality of variances: 
#p < 0.05. Data in violin plots are presented as median ± 1.5 × interquatile range.
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high correlation of the initial PCs, both for scores and coefficients, which did not occur in the shuffled data 
(e.g., PC1, median values of maximum iteration correlation: Coeff. = 0.856, Scores = 0.856; Coeff.(Shuffled) = 0.414, 
Scores(Shuffled) = 0.412, Fig. S2C).

Subsequently, we conducted PCA using only one representative behavioral measure for each test. We opted for 
this approach due to the potential interdependence among variables within tests, with the objective of mitigat-
ing multicollinearity bias. Assessment through the multicollinearity test revealed that the chosen representative 
variables demonstrated minimal interdependence (VIF values < 1.1, Fig. S3A). PCA of these representative vari-
ables shows that the principal source of data variation is well explained by the first three principal components 
(PC1: 23.82%; PC2: 21.61%; PC3: 15.78%; cumulative variance: 61.21%; Fig. S3B). PC1 is primarily described 
by the covariation between reduced locomotion in the open field (OF [Total Distance], coeff. =  − 0.43), reduced 
immobility time in the FST (FST [Immob.], coeff. =  − 0.56), and increased sucrose preference (SPT [Average 
Pref.], coeff = 0.61). In the PC2, the main coefficients of covariation are reduced time spent in open arms of the 
EPM (EPM [Open Arms], coeff. =  − 0.42), reduced sucrose preference (SPT [Average Pref.], coeff =  − 0.32), 
increased social interaction (SIT [Soc. Pref. Ratio], coeff. = 0.53) and increased escape failures in the SB (SB 
[Escape Failures], coeff. = 0.61, Fig. S3D). In PC3, the principal source of variation is explained by increased 
time spent in open arms of the EPM (EPM [Open Arms], coeff. = 0.80) and escape failures in the shuttle box (SB 
[Escape Failures], coeff. = 0.57, Fig. S3D). Interestingly, PC1 is sensitive to the covariation between immobility 
time in the FST (moderately) and sucrose preference, two of the main measures of depressive-like behaviors. 
However, it is not sensitive to escape failures in the SB and does not discriminate animals between the groups 
(loading scores: IS vs. NS, t(43) =  − 0.7881, p = 0.4349, Student’s t-test; H vs. NH: t(43) = 0.2943, p = 0.7698, Student’s 

Figure 3.   Feature clustering distinguishes behavioral variables associated with susceptibility and resilience to 
stress. (A) Hierarchical clustering of variables forms two large clusters (top) that group behavioral attributes 
associated with either resilience (shown in blue in the horizontal bar below the dendrogram) or susceptibility 
(shown in red in the same bar). The variables are clustered based on their correlation, which can be observed in 
more detail in the matrix (bottom). (B) The two large clusters are significantly consisted of susceptibility- (red) 
or resilience-related (blue) variables ( X2

(1) = 15.0818, p < 0.0001, Chi-squared test). (C) Distributions of resilience 
versus susceptibility Chi-squared test p values across 104 iterations of randomly selecting 70% of data. This 
permutation approach shows that the separation between resilience versus susceptibility variables significantly 
occurs in most iterations even with fewer variables (top) or observations (rats; bottom) but not for shuffled data 
(gray bars).
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t-test, Fig. S3C). In contrast, PC2 and PC3 are described by high coefficients of escape failures in the SB, which 
covaries with social interaction in PC2 and time in open arms of the EPM in PC3, measures classically associated 
with depressive-like behavior and anxious-like behavior, respectively (Fig. S3D). Additionally, the scores of PC2 
discriminate individuals between groups regardless of clustering, with IS and H groups being better described 
by positive scores, indicating high social interaction and high escape failures in the SB (loading scores: IS vs. NS, 
U = 662, p = 0.0026, Wilcoxon rank-sum test; H vs. NH: U = 795, p = 0.0004, Wilcoxon rank-sum test; Fig. S3C, E). 
In contrast, the scores of PC3 only discriminate individuals between H and NH groups, with the H group being 
mainly described by positive scores, indicating high time in open arms of the EPM and high escape failures in 
SB (loading scores: IS vs. NS, t(43) = 1.8122, p = 0.0769, Student’s t-test; H vs. NH: U = 817, p < 0.0001, Wilcoxon 
rank-sum test; Fig. S3C, E).

Clustering of individuals discriminates stressed subjects and reveals multidimensional behav‑
ioral phenotypes of resilience and susceptibility
Considering the remarkable diversity of multivariate patterns across behavioral variables described so far, as 
revealed by PCA, factor analysis, and feature clustering, we sought to investigate, using hierarchical clustering, 
whether this variability is related to the existence of distinctive clusters of individuals with similar behavioral 
profiles. The number of clusters was determined by evaluating the silhouette value, which indicated the for-
mation of 7 clusters (Fig. 5A). The chi-squared test revealed significant discrimination of stressed individuals 
by every clustering hierarchy, i.e., from 2 to 7 clusters, (Fig. 5B) and demonstrated a significant difference in 
cluster proportions of individuals from IS and NS groups (e.g., 7 clusters × IS vs. NS: X2

(6) = 15.5632, p = 0.0163, 
Fig. 5C). The dendrogram of hierarchical clustering (HC) unveiled multivariate behavioral profiles of resilience 
and susceptibility (Cophenet coeff. = 0.4563, Fig. 5D). Notably, the dendrogram revealed two prominent clusters 
(dissimilarity ≈ 8) that distinctly delineate individuals based on their escape failures in the SB (Fig. 5E). Although 
most clusters present intermediate profiles, such as Clusters 1, 4, and 6, or are defined by specific variables, such 
as Clusters 3 (high time in the EPM open arms) and 5 (high OF total distance) (dissimilarity ~  = 4), generalized 

O
F
(T
im

e
in

C
en

te
r)

FS
T
(T
ra
in
,C

lim
b.
)

FS
T
(T
ra
in
,S

w
im

.)
FS

T
(C

lim
b.
)

FS
T
(S

w
im

.)
SI
T
(S

ub
je
ct
)

SI
T
(S

oc
.P

re
f.
R
at
io
)

EP
M

(O
pe

n
Ar

m
s)

SP
T
(D

1,
Su

cr
os

e)
SP

T
(D

2,
Su

cr
os

e)
SP

T
(D

1,
Su

c.
Pr

ef
.%

)
SP

T
(D

2,
Su

c.
Pr

ef
.%

)
SP

T
(D

3,
Su

c.
Pr

ef
.%

)
O
F
(B

lo
ck

1,
D
is
t.)

O
F
(B

lo
ck

2,
D
is
t.)

O
F
(B

lo
ck

3,
D
is
t.)

O
F
(B

lo
ck

4,
D
is
t.)

O
F
(R

ea
rin

g
Ev

en
ts
)

FS
T
(T
ra
in
,I
m
m
ob

.)
FS

T
(Im

m
ob

.)
SI
T
(C

ag
e)

EP
M

(C
lo
se

d
Ar

m
s)

EP
M

(R
is
k
As

se
ss

m
en

t)
SP

T
(D

1,
W
at
er
)

SP
T
(D

2,
W
at
er
)

SB
(E

sc
ap

e
Fa

ilu
re
s)

SB
(1
-5

FR
1,

La
te
nc

y)
SB

(5
-2
5
FR

1,
La

te
nc

y)
SB

(5
-2
5
FR

2,
La

te
nc

y)-0.4

-0.2

0

0.2

0.4

1 2 3 4 5 6 7 8 9 10-1.5

-1

-0.5

0

0.5

1

1.5

-5 -4 -3 -2 -1 0 1 2 3 4 5-4

-2

0

2

4

6

8

0 5 10 15 20 25 300
2
4
6
8

10
12
14
16

50%

80%

0

0.2

0.4

0.6

0.8

1

data

PC1
PC2
PC3

shuffle

data
shuffle

H
NH IS

NS

Ex
pl

ai
ne

d 
Va

ria
nc

e 
(%

)

Principal Components Principal Components

PC
 S

co
re

C
la

ss
ifi

ca
tio

n 
(%

)

PC
 C

oe
ffi

ci
en

t

Resilience Susceptibility

PC1

PC
2

1 2 3 4 5 6 7 8 9 10
Principal Components

Figure 4.   PCA reveals multidimensional patterns of covariation across behavioral measures that discriminate 
resilience and susceptibility. (A) Markedly greater explained variance by the first principal components 
(PCs), particularly PC1-3, than expected from shuffled data. (B) PCA map, which uses PC1 and PC2 scores, 
discriminates between H and NH individuals. (C) Some of the first PCs significantly distinguish NS and IS 
individuals. (D) Among the first PC coefficients, PC2 exhibits high weights in helplessness- and susceptibility-
related variables (right side of the plot) and low weights in resilience-related variables (left side of the plot). Also 
note that PC1 and PC3 exhibit lower contributions of SB escape performance and have opposing weights on 
the FST, indicating independent variability of both behavioral domains. Variables are ordered by resilience and 
susceptibility, and then, by experimental design, following the test battery sequential order from left to right. (E) 
A linear discriminant model fitted on cumulative PC scores shows great classification performance of NH versus 
H compared to shuffled data. *p < 0.05; **p < 0.01. Lines and shaded boundaries represent the mean ± SEM.
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profiles of resilience or susceptibility are more prominently represented in Cluster 2 (resilience) and Cluster 7 
(susceptibility, Fig. 5F). While the resilience cluster is primarily characterized by reduced escape failures in the SB 
associated with increased sucrose preference, strikingly, the susceptibility cluster stands out for displaying the most 
classic depressive-like behavioral alterations reported in the literature, such as reduced social interaction, reduced 
sucrose preference, increased immobility in the FST, and increased escape failures in the SB (Cluster 7, Fig. 5F).

Given that clustering algorithms can produce different results due to random and non-deterministic factors, 
it’s crucial to verify the reliability of the outcomes yielded by the chosen clustering method. To ascertain whether 
various clustering algorithms expose comparable multidimensional behavioral patterns, we carried an additional 
unsupervised clustering analysis employing a non-hierarchical approach, specifically the k-means algorithm. 
Silhouette values indicated that six and seven clusters were suitable for clustering (e.g., 6 clusters: Silhouette 

Figure 5.   Clustering of individuals distinguishes stressed individuals and reveals multidimensional 
behavioral phenotypes of resilience and susceptibility. (A) Silhouette values indicate seven clusters as optimal 
for hierarchical clustering. (B) Every clustering hierarchy significantly (IS vs. NS Chi-squared test p value) 
distinguishes stressed individuals. (C) Clusters exhibit a spectrum of distinction between proportions of NS 
versus IS individuals. (D) Dendrogram of hierarchical clustering showing 7 clusters delimited at dissimilarity 
values of ~ 4.4 and (E) Z-scored data for each individual. Note that the two large hierarchical clusters (D; 
delimiting the dendrogram by dissimilarity values of ~ 8) show a clear distinction in SB escape performance 
(E). (F) Multidimensional behavioral profiles indicated by the different hierarchical clusters. Clusters show the 
Z-score value of each variable. Note that Cluster 7 presents a generalized profile of susceptibility. Also, note 
that Cluster 2 exhibits an overall profile associated with resilience. Lines and shaded boundaries represent the 
mean ± SEM.
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value = 0.355, Fig. S4A), but only four to six clusters could discriminate NS versus IS (e.g., 6 clusters: p = 0.014, 
Fig. S4B). Therefore, we selected six clusters as the most suitable for stress-related clustering through this semi-
supervised approach (Fig. S4C). As found before, the clusters showed a spectrum of distinction in proportions 
between NS versus IS individuals ( X2

(5) = 14.1991; p = 0.0144, Fig. S4D). Remarkably, the clusters identified by 
k-means exhibited a high correspondence with the hierarchical clusters, notably k-means Cluster 6, identical to 
HC Cluster 7, both characterized by a generalized susceptibility profile (Fig. S4E). This result demonstrates that 
in this dataset, two different clustering algorithms reveal similar multidimensional behavioral profiles.

Discussion
Taken together, our results indicate that behavioral variables exhibit stronger correlations within tests than 
between tests and organize themselves based on their relation to susceptibility or resilience to stress. This vari-
ability translates into distinct multivariate behavioral profiles, including susceptibility or resilience profiles and 
intermediate phenotypes, indicating multiple stress coping styles.

Several studies have demonstrated that inescapable acute footshocks induce prolonged physiological and 
behavioral alterations (see Fig. S5/Supplementary Table 2). However, there is no consensus regarding the exact 
duration of these changes. In contrast to previous studies, our data do not confirm some frequently reported 
behavioral alterations that are observed over a prolonged period, such as reduced locomotion in the OF38,39 or 
time spent in the open arms of the EPM39–41. On the other hand, our data are consistent with a series of studies 
that do not observe alterations in measures such as immobility time in the FST42 or sucrose preference39. It is 
essential to note that despite the similarity of the protocols (a single session of acute stress), parameter differ-
ences, such as the number of trials and shock intensity, can yield heterogeneous experimental results. These 
differences may also be due to the time elapsed between stress and behavioral measurement. Short and Maier43 
demonstrated that acute inescapable footshocks (100 trials, 1 mA) lead to a reduction in social interaction in 
the first 48 h, and this effect becomes non-significant three days after stress, possibly absent after seven days. 
This fact may explain why we did not observe alterations in the following tests, such as social preference and 
sucrose preference. However, it does not explain the changes observed in the startle response or in time in the 
open arms of the EPM.

In our study, a single session of inescapable footshock did not elicit group-level alterations in most of the 
evaluated behaviors. However, it was sufficient to induce learned helplessness and discriminate between H and 
NH individuals after 12 days. Interestingly, the induction of helplessness for 24 to 48 h by acute inescapable foot-
shock is frequently reported43–46, 47. Still, the duration of this effect is not well-established, while some protocols 
report longer-lasting effects of the shock (e.g., 9 days in48). Notably, to our knowledge, our study is the first to 
show helplessness induction 12 days after acute inescapable footshock stress.

Our data revealed that covariation between reduced time spent in open arms of the EPM, reduced sucrose 
preference, and increased escape failures in the SB, all patterns captured by both all-variables PC2 and main-
variables PC2, consistently distinguish IS from NS, as well as H from NH rats. This finding encompasses the main 
alterations typical of the depression-like profile reported in the literature. Indeed, various reports indicate the 
relationship between time in the open arms of the EPM and escape failures in SB. Naïve animals who spent more 
time in open arms exhibited reduced escape failures in the SB49, indicating an association between anxiety-like 
phenotype and helplessness. Similarly, rats selected for low sucrose consumption spend less time in the open 
arms of the EPM50, reinforcing the link between anhedonia and anxiety-like behavior. However, in the popula-
tion of individuals in our study, the relationship between anxiety-like behavior and helplessness proved to be 
more complex. Our results show that increased time in the open arms of the EPM and increased escape failures, 
both captured by PC3, also discriminate H from NH rats, indicating, together with PC2, high variability in the 
relationship between stress susceptibility and different levels of anxiety-like behavior.

Importantly, our results revealed that the broad inter-individual behavioral variability captured by PCA 
translates into clusters of individuals with multidimensional behavioral profiles. Based on Koolhaas et al.51, these 
profiles found in our study can be interpreted as reflecting different stress coping styles, ranging from reactive 
to proactive coping and different emotional reactivity (e.g., hedonic preference). In general, some clusters are 
entirely represented by reactive or proactive coping styles, while others express both styles. This variation in 
coping styles throughout the battery of tests could indicate behavioral flexibility, with the subpopulations of 
individuals adapting differently to the demands of the tests52.

Interestingly, Kim et al.53 showed that mice subjected to a chronic protocol of inescapable shocks, regard-
less of susceptibility to stress, do not exhibit increased immobility time in the FST but exhibit anhedonia and 
anxiety-related alterations. Similarly, Stepanichev et al.17, using an eight-week chronic unpredictable mild stress 
or a two-week combined chronic stress protocol in rats, also did not observe changes in immobility time in the 
FST but reported stress-induced anhedonia. In fact, anhedonia is one of the core symptoms of depressive dis-
orders and is often associated with helplessness in chronic footshock stress protocols. In contrast, Meng et al.54 
demonstrated that one-week uncontrollable foot shocks only induced learned helplessness but not anhedonia in 
animals. However, our data show that the relationship between anhedonia and helplessness, in conjunction with 
other measures, explains a portion of the data variation (all-variables PC2 and main-variables PC2) and consti-
tutes the susceptibility profile in a subset of individuals (HC Cluster 7, approximately 8.9% of the individuals in 
our study). Indeed, HC Cluster 7 is the only cluster that exhibits the major behavioral alterations most associated 
with the depressive-like phenotype. It is evident that the majority of depressive-like behavioral alterations only 
occur in a small portion of the population of rats, however, this proportion is intriguingly close to the prevalence 
of major depression in adults in the USA (8.8%55).

Notably, our data revealed that the immobility time in the FST, traditionally interpreted as a depressive-like 
alteration56,57, is not altered by inescapable footshocks. Furthermore, the immobility time shows weak correlations 
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with other variables, and its relation with helplessness is unclear. Our data show that even individuals classified 
with high immobility time are unrelated to helplessness. Nevertheless, intriguingly, a subpopulation of resilient 
individuals (HC Cluster 1) exhibited high immobility time and a low number of escape failures, indicating 
that immobility may represent a possible adaptive stress-coping style as suggested previously58–60. Increasingly, 
studies have shown that immobility does not model “despair” or helplessness, nor does it reflect depression58–61. 
In fact, acute administration of glucocorticoids has been shown to increase immobility62, whereas the acute 
administration of glucocorticoid antagonists reduces immobility63. Both changes are directly related to hypotha-
lamic–pituitary–adrenal axis activity and not exclusively to neurobiological aspects of depression. In this sense, 
high immobility time in the FST may represent a passive strategy for energy conservation, as well as reflecting 
aspects of learning and memory64. Similarly, in the SPT, the preference for water consumption over sucrose solu-
tion is interpreted as a reflex of anhedonia, one of the main symptoms of depression65, but the preference can 
sometimes be more related to other aspects of reward processing, such as motivation or impulse control, than 
to the inability to experience pleasure66.

Animal models of neuropsychiatric disorders aim to replicate aspects associated with clinical symptoms 
rather than reproduce the entire disorder’s characteristics7. In fact, after exposure to inescapable shock stress, 
only a few changes can be attributed to the development of depressive-like symptoms. Other observed altera-
tions may have a greater significance in understanding aspects pertinent to other clinical conditions, such as 
anxiety and post-traumatic stress disorder (PTSD)42,67. Therefore, applying acute inescapable footshock stress 
protocols should not aim to model multifaceted conditions but rather specific symptoms that may reveal shared 
aspects among conditions.

In the clinical setting, even patients who meet the diagnostic criteria for major depression are characterized 
by differences in symptom profiles and severity levels, resulting in a myriad of heterogeneous clinical profiles68,69. 
For instance, according to the DSM-5 criteria, major depression diagnosis requires the presence of 5 out of 9 
criteria, potentially resulting in two individuals sharing just 1 symptom yet receiving the same diagnosis3. This 
fact also points to individual biological variability as a relevant factor in the expression and relationship of 
depressive symptoms. Despite the majority of studies with stress-based animal models still neglecting individual 
variation70, an increasing number of studies have embraced this variable and provided essential insights71–75. In 
fact, our results demonstrate that inter-individual behavioral variability can reflect different stress-coping profiles, 
possibly in a similar way to the heterogeneity of symptoms observed in humans. In this sense, the multivariate 
assessment of individual behavioral responses can reveal patterns concealed by group mean values and highlight 
the implications of individual variability.

The use of dimensionality reduction, clustering, and classification techniques to investigate multidimensional 
behavioral profiles in behavioral test batteries is a promising but still underutilized strategy27,31, 34–36, 76. This 
approach has been applied in naive animals, allowing the characterization of inter-individual variability in dif-
ferent rodent strains34–36, and in animal models of stress-related disorders27,31, enabling reinterpretations of these 
models. Our results confirm patterns that are recurrent in these studies, such as (I) a higher correlation between 
measures of the same test than between tests34,35, indicating that measures of the same test may be capturing 
very similar alterations, (II) each principal component (PCA) or factor (factor analysis) explaining only a small 
portion of the data variance, typically between 20 and 30% of the variance in the first component or factor34–36, 
indicating that despite the existence of covariation patterns and phenotypic subpopulations, inter-individual vari-
ability is considerably high. Nonetheless, it is essential to note that in cases where the test battery measures few 
behavioral categories or the experimental subjects’ conditions are particular (e.g., a test battery with 3-week-old 
rats), the first component tends to capture a more significant portion of the data variation27.

Another relevant aspect is that distinct multidimensional patterns of behavioral alterations may indicate 
specific neurobiological mechanisms. For example, Ruggiero et al.77 examined various behavioral and neurobio-
logical alterations following early-life seizure in rats and showed that a multivariate factor representing cognitive 
alterations (from the radial maze test) was more correlated with synaptic plasticity abnormalities, while a factor 
representing sensorimotor alterations (from the OF and PPI tests) was more correlated to neuroinflammation.

In our study, footshocks did not produce significant differences between the experimental groups in most of 
the behavioral tests used. However, the literature suggests that footshocks can induce behavioral changes when 
tests are used in a separate setting (Supplementary Table 2). Therefore, we should consider the possibility that the 
lack of between-group differences observed in our study is due to the experimental design adopted. The literature 
indicates that specific tests may impact the results of subsequent tests in the battery78–80. However, in this case, 
both experimental groups in our study would be equally exposed to these effects. Ideally, control groups should 
be included to assess the effects of footshocks separately for each test. However, using this type of experimental 
design would not enable the use of multivariate approaches, as it would require a very large sample size.

It is important to emphasize that other factors were controlled during the experimental battery, such as light-
ing that can provoke behavioral alterations81. The light intensity was adjusted in different protocols to minimize 
light as an aversive factor and avoid compromising performance, which could lead to anxiogenic behaviors 
described in the literature82, based on previously published protocols. Therefore, it is relevant to note that for 
tests such as the SIT83, EPM84, and NOR, lux levels were adjusted to a lower intensity. In contrast, the OF85,86, the 
FST87,88 and SPT were conducted under normal lighting conditions, while the PPI89 and SB were not conducted 
with lighting due to the apparatus configuration.

An important limitation of our study concerns the sample size adopted. Multivariate analyses require a large 
sample size to ensure a more stable assessment of the correlation coefficients between variables90. Although there 
is no consensus, some studies suggest that PCA and FA require a minimum sample size of 10090,91. However, it 
has been noted that a higher sample-to-variable ratio, meaning a sample size greater than the number of variables 
assessed, is crucial for obtaining quality results90. Although our study did not use a large sample size due to ethical 
reasons, we assumed a sample-to-variable ratio of 2:1 for all-variables analyses and a 4:1 ratio for main-variables 
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analyses, obtaining similar results. Future studies using multivariate approaches should carefully plan sample 
size and sample/variable ratio to meet quality and ethical criteria for animal use.

A further important limitation of our study is the fact that only male rats were used. Studies using test bat-
teries have reported behavioral differences between males and females26,92. Although a multivariate behavioral 
characterization of the effects of footshocks on animals of both sexes is beyond the scope of this study, future 
studies should consider including females in their experimental design. In addition, further studies should also 
consider evaluating multivariate behavioral profiles in test batteries after administration of classic drugs used 
in the management of depression to better understand the underlying mechanisms of stress-related depression.

Our results demonstrate that using a data-driven approach for the multidimensional assessment of behavioral 
profiles is a strategy that benefits from and makes sense of inter-individual variability, providing insights into 
the study of stress-related disorders, where understanding the basis of such variability is essential. Data-driven 
approach to clustering symptoms has helped to identify biomarkers, predict outcomes and improve treatment 
efficacy6,93, 94. This approach has gained increasing prominence in stress research and holds a significant position 
in the future of rodent models in depression research14.

Conclusions
We have demonstrated that the multivariate assessment of behavioral responses to acute inescapable footshocks 
can reveal susceptibility or resilience behavioral profiles and intermediate phenotypes. Thus, our approach 
emphasizes the importance of considering individual variability and the relationship between multiple behav-
ioral measures to understand different behavioral responses to stressors, providing new insights for the study of 
animal models of neuropsychiatric and stress-related disorders.

Methods
Animals
We utilized forty-eight male Wistar Hannover rats, aged seven to ten weeks old (weight range: 250–300 g), 
obtained from the Central Vivarium of the University of São Paulo, Ribeirão Preto Campus (USP-RP). Rats 
were housed under standard conditions in the housing room under a 12:12h light:dark cycle (lights on at 7:00 
a.m.). In each home cage, four rats were conditioned to their respective experimental groups. The temperature 
was maintained at 24 ± 2 °C, and the rats had ad libitum access to food and water. Handling was carried out two 
days before the experimentation.

Experimental design
Rats were randomly divided into a ’no shock’ group (NS; not exposed to stress before the test battery; n = 24) 
and an ’inescapable shock’ group (IS; exposed to inescapable electric footshocks before the test battery; n = 24). 
Subsequently, the rats were subjected to a comprehensive behavioral battery test on consecutive days. The home 
cages were transported from the housing room to the testing room on a cart with rubber wheels. After transport, 
the animals were kept in an anteroom for 1 h for acclimatization to reduce stress caused by transport and were 
kept in the testing room for 20 min before each test started. Lighting in the rooms was kept constant during 
all procedures. All apparatus was cleaned with an alcohol solution (variable concentration, between 30 to 70%, 
depending on the test performed) and deionized water. Experiments were carried out in the light cycle, 12:00 a.m. 
to 6:00 p.m., except for inescapable shock sessions starting at 7:00 a.m. and ending at 6:00 p.m. due to the duration 
of each session (1 h and 20 min per animal). Three animals were excluded from the study due to health-related 
issues (N = 1) or to technical issues (N = 2; final sample: NS = 22; IS = 23). All behavioral tests were videotaped 
using a Logitech C270 Webcam. In addition, we employed a Standard Multilaser Night Vision webcam adapted 
to the red and low light conditions required by the SIT protocol. The camera’s infrared filter was removed, ena-
bling it to capture both infrared and visible light, ensuring adequate video quality under these conditions. The 
behaviors in the FST, EPM, SIT, and NOR tests were quantified using the X-Plo-Rat software (X-Plo-Rat version 
2005 1.1.0, https://​github.​com/​lanec-​unife​sspa/x-​plo-​rat95,96), while the behaviors in the OF, PPI, and SB tests 
were automatically quantified using the software linked to each apparatus, providing pre-quantified measures. The 
measurements in the SPT were obtained analogically, with solutions being measured using a graduated cylinder 
and weighed with a digital scale. The recorded video files were named according to the animal’s identification 
number, experimental group, date, and acquisition time, saved as .mp4 files, and stored on an external hard drive. 
All data were stored in compliance with ethical and privacy standards to protect the information contained in 
the data. In the tests that required video analysis, the identification of the rats and their experimental group was 
hidden to allow the analysis to be performed blindly by two researchers. All procedures were performed accord-
ing to the ARRIVE guidelines and the National Council for the Control of Animal Experimentation guidelines 
for animal research. The study also was approved by the local Ethics Committee on the Use of Animals (Ribeirão 
Preto Medical School, University of São Paulo; protocol number: 78/2020).

Terminology
In this article, we will adopt specific terminology to consistently refer to the diverse multivariate representations 
and data categories. We will use behavioral dimension, variable, and feature interchangeably to refer to a measure-
ment or count that varies across observations ranging from low to high values. In our study, observations refer to 
the individuals (i.e. rats). Additionally, we may also use the term “feature” to describe the state of a variable (e.g., 
low latency to escape is a resilience-related feature). Of note, feature clustering is synonymous with the clustering 
of variables, while individual clustering is with the clustering of observations.

https://github.com/lanec-unifesspa/x-plo-rat
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We use multidimensional and multivariate interchangeably to refer to analyses, patterns, and profiles that 
consider multiple variables simultaneously. Conversely, univariate refers to analyses where only a single variable 
is examined (e.g., comparing latency to escape between groups).

The term patterns refers to instances of multivariate relationships expressed through linear combinations of 
weighted coefficients (e.g., principal components’ coefficients and factor loadings) or the strength of associations 
between variables (e.g. feature clustering and correlation matrix).

In turn, profiles represent groupings of observations distinguished by unique combinations of multiple vari-
ables’ states (e.g., one profile may be characterized by high locomotion, low social interaction, and high latency 
to escape). Profiles can be revealed by clustering algorithms (e.g. hierarchical clustering or k-means) or by pro-
nounced scores of multivariate patterns (e.g., principal component scores). When referring to clusters formed 
through unsupervised machine learning techniques, we commonly use the term “natural” clusters.

We designate as resilience-related variables those increased as responses to antidepressants or anxiolytics 
or those decreased in animal models of depression and anxiety. Conversely, susceptibility-related variables are 
characterized by higher values indicating a more pronounced impact of stress exposure in animal models or 
those intended to be reduced through pharmacological treatments. Additionally, certain variables are indices 
or ratios. In such cases, if the value is resilience-related, then the denominator value of the ratio is classified as 
susceptibility-related, and vice versa. These classifications are based on the established validity of the models 
used in our study. The behavioral variables, their respective classifications, and the literature that based them 
are provided in Supplementary Table 1.

Across investigations, we will use within-test and intra-test interchangeably when examining distinct variables 
presented in one session (e.g., FST train) or the same test in different sessions (e.g., FST train and FST test; SPT 
days 1, 2, and 3). Examinations of variables from different tests will be denoted as between-tests or inter-tests.

Behavioral test battery
The test battery was composed of tests classically used in behavioral neurosciences to investigate psychiatric-like 
behavioral alterations related to stress. Tests were performed on consecutive days, according to the following 
sequential order: OF, FST, SIT, EPM, NOR, PPI/startle, SPT, and SB. The most potentially stressful tests were 
intercalated with the least stressful tests, thus avoiding the concentration of more stressful tests in a short time.

Inescapable footshocks
Rats were exposed to inescapable footshocks in an adapted active avoidance shuttle box apparatus (Insight 
Ltda12). The apparatus consists of a floor with metal bars, LEDs for emitting light stimulus, eight infrared beams 
to detect animal location, and a shock generator with an electric current limiter. The apparatus has dimensions 
of 30.7 cm in height × 33 cm in width × 54 cm in length and was placed in a sound-attenuating chamber acoustic 
insulation box (51 cm in height × 48 cm in width × 63 cm in diameter).

The IS group was exposed to 60 trials of electric foot shocks. Each trial started with exposure to a luminous 
stimulus (200 lx; conditioned stimulus) for 20 s. Ten seconds after the stimulus started, the animals received 
inescapable shocks with an intensity of 0.8 mA and an uninterrupted duration of 10 s. Both stimuli ended simul-
taneously and were followed by a random 40 ± 20 s interval between trials. The NS group was submitted to the 
same protocol but received no shocks. The entire experiment was carried out in a dark room (0 lx12).

Open field test (OF)
The OF is used to assess the locomotion and anxiety-like behavior of animals when exposed to an open 
environment85,97, 98. The apparatus consists of a white floor arena (Insight Ltda; 46 cm in height and 46 cm in 
length) surrounded by translucent walls made of plexiglass. In this test, the animals were placed individually in 
the arena center to explore the environment freely for 20 min. Throughout the task, the lighting intensity in the 
room was kept constant (500 lx85,86). The movements were captured by infrared sensors detecting presence and 
movement arranged on the walls of the arena. For the analyses, we considered the distance traveled, the time in 
the center, and the rearing events as measures related to anxiety-like changes39,85, 97–100. Distance traveled was 
quantified across 5-min blocks.

Forced swim test (FST)
The FST has been discussed as evidence of “behavioral despair” and is commonly used to assess depressive-like 
behaviors and antidepressant responses. Longer immobility time and shorter escape-oriented behaviors are 
measures associated with the depressive-like phenotype101. In this study, we carried out the test in two stages, 
each in a day, under the same environmental conditions and constant lighting of 500 lx87,88. On the first day, the 
animals were placed in the center of a transparent acrylic cylinder (60 cm in height and 30 cm in length, filled 
with water up to 30 cm in height at 25 °C) for 15 min. Twenty-four hours later, the animals were again subjected 
to the task in the same settings for 5 min. After each session, the rats were carefully dried before returning to 
their cages. For the analyses, we considered immobility time, climbing time and swimming time as measures 
related to depressive-like changes56,101.

Social interaction test (SIT)
The SIT evaluates socially motivated behaviors represented by the approach or avoidance (discussed as “social 
anxiety”) between the animals tested102. In our study, the test was adapted from Lukas et al.103 and carried out 
in the previously described open field. Rats were initially habituated to the apparatus for 30 s and then to the 
presence of an empty cage (12.5 cm in height and 9 cm in width) positioned against a wall of the arena for 5 min. 
Subsequently, the tested rat was removed from the arena for 2 min to accommodate the conspecific animal (same 
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strain, sex, age, size, and weight) in the cage. The tested animal was reinserted in the arena for 10 min, and all of its 
movements were videotaped with an infrared camera. The experiment was carried out under constant red lighting 
with other lights turned off (7 lx83). For the analyses, we considered time spent interacting with the empty cage 
or the cage occupied by the conspecific, and time in corners as measures related to anxiety-like changes67,103–105. 
The interaction behavior was determined as the time in which the tested animal head was directed to the cage, 
and its nose was at a distance of approximately 1 cm or less. We calculated the social preference ratio as OC/EC, 
where OC = time spent interacting with the occupied cage and EC = time spent interacting with the empty cage105. 
Time in corners was calculated as OC/EC, where OC = time in corners during occupied cage and EC = time in 
corners during empty cage105.

Elevated plus maze test (EPM)
The EPM assesses behaviors associated with innate anxiety106. The test generates a conflict between the environ-
mental novelty exploration drive and the innate fear of open places in rodents. More time spent in closed arms 
and avoiding open arms are associated with the anxious-like phenotype. The behavioral apparatus (80 cm in 
height, 110 cm in width, and 110 cm in length) consists of four elevated arms of the same size intersecting at a 
central point. Two arms are closed by side walls and the other two are open. The apparatus is 30 cm away from 
the room walls, in an environment without visual, olfactory, or auditory clues, and under constant exposure to 
homogeneous lighting (2 lx84). In this test, animals were placed in the center of the apparatus and videotaped 
with an infrared camera for 5 min. For the analyses, we considered the time spent in the open arms and in the 
closed arms, and the risk assessment as measures related to anxiety-like changes39,103, 104, 106, 107. The risk assess-
ment was defined as the posture of stretching in the direction of the open arms of the EPM.

Novel object recognition test (NOR)
The NOR assesses the recognition memory based on the exposure of a familiar object maintained throughout 
the sessions and a new object that varies between each session. A low discrimination ratio of the new object 
compared to the familiar object is associated with cognitive deficits108. In this study, the task was performed 
in a closed arena (83 cm in height × 42.5 cm in width × 39.5 cm in length), with its lighting (150 lx) and an air 
exchange system (fan attached to the arena wall) over three days. On the first day, animals were habituated to 
the apparatus for 20 min. Twenty-four hours later, the habituation lasted 10 min and was followed by exposure 
to two identical objects (objects A and A′) inserted in the arena for 5 min. After a 15-min interval outside the 
arena, the animal was reinserted in the apparatus for 5 min and exposed to the objects (A, familiar object, and 
B, new object). In this stage, we tested the animal’s short-term memory based on the discrimination between 
objects A and B. The next day, the reexposure to objects (A, familiar object, and C, new object) lasted 5 min. At 
this stage, we tested the animal’s long-term memory and discrimination between familiar and new objects. The 
entire experiment was carried out under constant lighting and was videotaped. For the analyses, we considered 
the relative and the total time of object interaction as measures related to cognitive changes108. We calculated the 
new object discrimination index (short-term trial and long-term trial) according to the formula: TN/(TF + TN), 
where TN = new object exploration time and TF = familiar object exploration time.

Prepulse inhibition and acoustic startle reflex test (PPI/startle)
The PPI/Startle assesses the startle motor response caused by an intense sound stimulus (pulse). This response 
is reduced when the pulse is preceded by a less intense sound stimulus, the prepulse109. In this test, the animals 
were exposed to trials of pulses prepulse, prepulse + pulse, and were only evaluated for their startle response 
or inhibition. The sound stimuli were generated by two loudspeakers located inside an acoustic isolation box. 
The animals were restrained to a cage (12.5 cm in height, 9 cm in width, and 19 cm in length) coupled to a sta-
bilometer that measures the motor reaction. After the initial 5 min of habituation to the apparatus, the animals 
were subjected to 60 semi-randomized sound stimulus trials between pulse stimuli (6 stimuli; 120 dB intensity; 
40 ms duration), 18 prepulse stimuli (71, 77, and 83 dB intensity; 6 stimuli for each intensity; 20 ms duration), 
18 prepulse + pulse stimuli (prepulse at 71, 77, and 83 dB intensity; 6 stimuli for each intensity; 20 ms duration, 
followed after 100 ms by the pulse of 120 dB of intensity and 40 ms of duration) and only background noise 
stimulus (6 trials; 65 dB of intensity). The interval between each trial lasted 15 ± 8 s (adapted from77). The lighting 
of the room (500 lx) and from inside apparatus (0 lx89) remained constant during the experiment. The following 
behavioral measures recorded by the software integrated into the apparatus (Insight Ltda) were considered for 
analysis: the pulse trials mean (represented as startle reflex amplitude), the startle habituation (HAB) percentage 
(%HAB = 100 − (100*(HAB1/HAB0))), and the prepulse inhibition percentage for three stimulus intensities (%P
PI = 100 − (((PP + P)/P)*100)).

Sucrose preference test (SPT)
The SPT is traditionally used as an indicator of anhedonia, one of the main symptoms of depression66. The 
absence of preference for sucrose compared to water is associated with anhedonia110. In this test, animals were 
housed individually in home cages for 72 h with ad libitum access to two drinking fountains: one containing 
only water and the other containing 1% concentrated sucrose solution, both filled with 500 ml. Every 24 h, the 
volume of liquid remaining was measured, and the drinking fountains were switched positions (left vs. right) in 
the home cages. The animals were handled only for weighing and there was no additional exposure to light. For 
the analyses, we considered daily water and sucrose intake, and daily and total sucrose preference as measures 
related to depressive-like changes17,66, 110. Daily sucrose preference was calculated as (SI/(SI + WI))*100, where 
SI = sucrose intake and WI = water intake110. Total sucrose preference was calculated as the average of daily 
sucrose preference.
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Shuttle box (SB)
The SB with escapable footshocks evaluates the escape response to controllable stress. In this test, the shock 
duration is controllable, in contrast to the inescapable shocks that are fixed11. For the shock termination, animals 
must jump over a 1-cm high wall obstacle (an escape response) placed in the shuttle box center until the 10-s 
maximum duration. The high number of escape failures and mean escape latencies are interpreted as “learned 
helplessness” indicators. In our study, the task consisted of 30 escapable shock trials with 0.6 mA intensity. Each 
trial consisted of a light stimulus lasting 10 s, followed by a light stimulus + shock lasting 10 s, and, finally, an 
interval of 40 ± 20 s without stimuli. The 5 first trials had a fixed ratio-1 (FR-1) task acquisition criterion, in which 
shock termination was conditioned to the execution of a single escape response performed during the shock 
duration interval (10 s). The subsequent 25 trials had a fixed ratio-2 (FR-2) in which the termination of shock 
was conditioned to two escape responses. The experimental room remained without lighting (0 lx12), except for 
the sporadic luminosity of the apparatus’ light stimulus (200 lx), and animal movements were videotaped with 
an infrared camera. For the analyses, we considered FR-1 mean escape latencies, FR-2 mean escape latencies, and 
the number of escape failures as measures related to depressive-like changes12,111,112. All measures were obtained 
by the apparatus-integrated software (Insight Ltda). Escape latencies are defined as the time interval between the 
shock onset and each escape performed.

Statistical analysis
We used the Kolmogorov–Smirnov test to infer a normal distribution between experimental groups. We used the 
Student’s t-test to compare samples following a normal distribution and the Wilcoxon rank-sum test as a non-
parametric alternative. To assess the equality of variances between the experimental groups we used the Levene 
Test for Equality of Variances. These procedures were performed using custom MATLAB (R2022b, Mathworks113) 
code. Data are represented as the mean ± standard error of the mean (SEM) for line and bar plots. Box-plot data 
are represented as median and interquartile range, with whiskers as range.

Reliability analysis
We performed reliability analyses on behavioral measures requiring manual quantifications, namely FST, EPM, 
NOR, and SIT. Reliability was assessed by computing Cohen’s kappa, Pearson’s correlation, and the intraclass cor-
relation coefficient (ICC) of absolute agreement between measures114. To ensure the X-Plo Rat software reliability, 
we conducted re-quantifications using BORIS (Behavioral Observation Research Interactive Software) —another 
free open-source behavioral analysis software—in a randomly selected subset of subjects (N = 5). We obtained a 
strong correlation between measurements (r = 0.9392) and an ICC of 0.9244, demonstrating an excellent equiva-
lency between the X-Plo Rat and BORIS measurements. To ensure inter-rater reliability of the reference rater, 
we conducted re-quantifications by two raters using BORIS in a randomly selected subset of subjects (N = 5). 
Cohen’s kappa obtained throughout second-by-second agreement of occurrences of behavioral events revealed a 
substantial agreement in the range of averages across variables (0.65–0.81). Moreover, the quantifications between 
the two raters revealed a strong correlation (r = 0.9805), ranging from 0.9187 to 0.9978 across variables. Finally, 
we observed an excellent inter-rater ICC of 0.9783, demonstrating adequate inter-rater reliability.

Multivariate analysis
Our multivariate analysis primarily focused on investigating the relationships between data variables across 
different behavioral tests. The aim was to uncover patterns that could reveal distinct phenotypes characterized 
by specific behavioral traits or factors that might not be evident when examining population-level averages 
alone or pairwise correlations. To determine the most relevant behavioral variables for each test, we considered 
theoretical principles, incorporating classical variables from the literature, and encompassing various behavioral 
categories, such as anxiety measures, recognition memory, sociability, anhedonia, sensorimotor gating, helpless-
ness, and exploration.

All multivariate analysis was performed in MATLAB using custom codes and built-in algorithms. Initially, all 
variables of each animal were normalized by subtracting the mean of the samples from both groups and dividing 
by the standard deviation of the mean (Z-score) for each behavioral variable.

Linear correlation
We used Spearman’s correlation to identify correlation between variables, obtaining the p value and the correla-
tion coefficient (rs).

Principal component analysis (PCA)
PCA is a dimensionality reduction method that summarizes multivariate data into a smaller set of variables called 
principal components (PC). Each PC is a linear combination of the original variables with weighted coefficients at 
each variable. These components can then be projected onto the original data (sum of pointwise multiplication) 
giving each PC scores. To obtain these components the original data’s multiple dimensions (in our study, different 
behavioral variables) are rotated to align with new axes that capture the greatest variance in the dataset. These 
axes are orthogonal, ensuring that there is no correlation between each other and thus reveal distinct covariance 
patterns within the multidimensional data with no redundancy. In the end, the number of PCs is the same as the 
number of variables. However, because they are ranked by the amount of variance explained, fewer PCs already 
capture most of the data variance, especially in multivariate data that exhibits associations within. Thus, these 
components represent the underlying structure of the data and can be used to identify patterns, relationships, 
and outliers. In our study, we performed PCA using the MATLAB pca function (https://​www.​mathw​orks.​com/​

https://www.mathworks.com/help/stats/pca.html
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help/​stats/​pca.​html) using the singular value decomposition algorithm, widely used for PCA due to its flexibility 
to data structure and robustness to noise and redundancy. The basic algorithm steps include data standardiza-
tion, computation of the covariance matrix, singular value decomposition, selection of principal components, 
and reconstruction of the data by projecting the selected components.

Factor analysis
Factor analysis is also a dimensionality reduction method that uncovers latent factors from data based on multi-
dimensional correlations. Differently from PCA, which aims to identify axes that capture the maximum variance 
in the data, factor analysis seeks to uncover latent factors that explain the correlations between variables. Such 
factors are also composed of linear combinations of weighted coefficients at each variable called loadings and can 
be interpreted as representing specific behavioral constructs. In this analysis, we are allowed to define the number 
of factors to discover and the factor rotation method, which can influence the comprehensiveness of variables 
gathered into each factor. In our study, we performed common factor analysis using the MATLAB factoran 
function (https://​www.​mathw​orks.​com/​help/​stats/​facto​ran.​html) using varimax rotation. Varimax rotation is 
commonly used in factor analysis. The goal of varimax rotation is to maximize the variance of the squared load-
ings within each factor, leading to simpler and more interpretable factor structures. By maximizing the variance 
of the loadings, varimax rotation tends to produce factors with high loadings on a small number of variables, 
making it easier to interpret the relationship between variables and factors, which was particularly suitable for 
our investigation of intra-test versus inter-test behavioral relationships. To define a relevant and interpretable 
number of factors to apply in our study, we previously inspected factor loadings for different predefined numbers 
of factors ranging from 2 to 11.

Linear discriminant model (LDM)
In addition to our predominant approach of employing unsupervised analysis to discover natural patterns and 
profiles, that is, without considering group labels, we also conducted a supervised approach, where we examined 
how the multivariate data could classify individuals with taught behavioral categories. To assess how the collective 
multivariate patterns discriminate H from NH individuals, we fitted a regularized linear discriminant analysis 
classifier on the cumulative sets of PCs’ scores (PC1 to PC2, PC1 to PC3, PC1 to PC4, and so on). We estimated 
the average accuracy across a thousand iterations where we trained the model with randomly selected 70% of 
observations and tested on the remaining 30%. For that, we used the MATLAB fitcdiscr function (https://​www.​
mathw​orks.​com/​help/​stats/​fitcd​iscr.​html). We used the linear discriminant type because it is the most easily 
interpretable. To promote the least transformation of the data, we chose linear coefficient threshold (delta) as 
zero and no gamma regularization as parameters.

Clustering analysis
Clustering analysis is used to group variables (e.g., behaviors) or observations (e.g., rats) without previously 
defining classes (unsupervised). These algorithms try to find similar data and merge them into a single cluster. 
In this way, data presenting more similar features are grouped into a class. In our study, we conducted clustering 
analysis on observations (individuals) to assess the formation of multivariate behavioral profiles and on variables 
(behaviors) to evaluate the relationship between behavioral measures.

We employed agglomerative hierarchical tree clustering algorithms, which establish a hierarchical relation-
ship among the analyzed data by connecting closer data pairs based on a distance metric. These clusters are 
subsequently merged into larger clusters, and the distances between clusters and all other points are calculated, 
with the closest cluster pairs continuously connected. The linear correlation coefficient between the cophenetic 
distances derived from the hierarchical tree and the original distances (or dissimilarities) used to construct the 
tree determines the cophenetic correlation, which characterizes the hierarchical relationships among clusters. In 
our study, we performed hierarchical clustering with the MATLAB linkage function (https://​www.​mathw​orks.​
com/​help/​stats/​linka​ge.​html). To calculate the cophenetic correlation, we used the MATLAB cophenet function. 
We used Euclidean distance between points as a distance metric and Ward’s method of minimum variance to 
establish the link between clusters. Euclidean distance is a measure of the straight-line distance between two 
points in space, defined as the square root of the sum of the squared differences between the coordinates of cor-
responding dimensions of the two points. This is an appropriate measure for hierarchical clustering because it 
is simply implemented, easily interpretable, sensitive to magnitude, robust against outliers, appropriately han-
dles non-linearity, and is the recommended metric for Ward’s method. Here, the distances between points and 
nodes are denoted dissimilarity. We calculated Euclidean distance with MATLAB’s pdist and pdist2 functions. 
In Ward’s method, at each step of the clustering process, the pair of clusters that leads to the smallest increase in 
total within-cluster variance when merged is selected. This means that the clusters are combined in a way that 
minimizes the overall dispersion within each cluster. Ward’s method is advantageous because it tends to produce 
compact, well-separated clusters. It is particularly useful when the goal is to identify clusters with relatively low 
within-cluster variance.

In our investigation, we also intended to perform hierarchical clustering aiming to link multiple variables that 
exhibit either positive or negative relationships. However, the Euclidean distance metric, despite its advantages, 
only links variables with a positive relationship. Consider the following scenarios: In the first scenario, variable A 
demonstrates high values when variables B and C are also high, and low values when B and C are low, indicating 
a pattern of covariation among A, B, and C. Conversely, in the second scenario, variable A is high when variables 
B and C are low, and low when B and C are high, indicating another pattern of covariation despite the negative 
associations between A and B, C. In our dataset, where variables were Z-scored, the distributions of B and C 
values are very similar to the negative values of A. Therefore, to account for the strength of association regardless 

https://www.mathworks.com/help/stats/pca.html
https://www.mathworks.com/help/stats/factoran.html
https://www.mathworks.com/help/stats/fitcdiscr.html
https://www.mathworks.com/help/stats/fitcdiscr.html
https://www.mathworks.com/help/stats/linkage.html
https://www.mathworks.com/help/stats/linkage.html
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of its sign—positive or negative—we devised a modified “sign-independent” Euclidean distance metric. For that, 
we calculated the Euclidean distance of one point to the other, then we calculated it again but with the negative 
values of the other, and subsequently chose the minimum of these two values.

We also employed k-means clustering of individuals for two purposes: (I) to classify H versus NH rats based 
on the number of escape failures and mean latency to escape and (II) as a second alternative of clustering algo-
rithm to compare the multivariate profiles obtained with hierarchical clustering. The k-means clustering method 
separates data into a predefined number of clusters using a distance metric between the data and centroids, 
with centroids initially established randomly or predefined, and iteratively recalculated by taking the mean of 
associated points until convergence is achieved. We performed k-means clustering using the MATLAB kmeans 
function (https://​www.​mathw​orks.​com/​help/​stats/​kmeans.​html). For this method, we used the squared Euclidean 
distance as a measure, as well as random values of the initial centroid. The choice of the cluster number was based 
on silhouette values (a measure of the proximity to other data in the cluster in relation to the data closest to a 
neighboring cluster). We repeated the clustering method ten thousand times because the initial centroid values 
are random, so the convergence can occur in local minimums, leading to possible variability between replicates, 
and we chose the result that presented the lowest intra-cluster variance.

Finally, to evaluate how natural clusters separated experimentally defined behavioral classes, we performed 
Chi-squared tests of clusters × classes. For variables, we tested how clusters differentiated resilience-related from 
susceptibility-related variables. Also, we tested how clusters differentiated variables from different tests. For 
observations, we examined how clusters separated IS from NS individuals.

Multicollinearity analysis
Considering that within-test variables may be interdependent and aiming to avoid multicollinearity bias in the 
data, we also carried out the analyses with behavioral measures representative of each behavioral test, opting 
for measures commonly used in the evaluation of neuropsychiatric disorder models (locomotion in the OF; 
immobility in the FST; social interaction; time in open arms of the EPM; sucrose preference; and escape failures 
in the SB). Multicollinearity between selected measures was assessed using the Variance Inflation Factor (VIF) 
method, which identifies the correlation between variables and the strength of this correlation, indicating the 
degree of interdependence of these variables. VIF values above 1.1 were assumed to indicate multicollinearity.

Data availability
All data have been deposited at https://​osf.​io/​axynb and are publicly available.

Code availability
The code for the analyses presented in this paper is openly accessible at https://​github.​com/​rafar​uggie​ro/​Olive​
ira-​Junior-​SciRe​p2024.
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